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Deep Learning (DL) has unlocked unstructured data for analytics. It has enabled new applications, insights, and value in various domains, including enterprises, domain sciences, and healthcare. However, DL workloads are highly resource-intensive and time-consuming, which hinder their adoption. Thus, optimizing them from a systems standpoint has attracted significant attention in recent years. In this dissertation, we fundamentally re-imagine DL workloads as data processing workloads and optimize them from a data management standpoint. Using a combination of abstractions already available in DL practice, new algorithms, system design, theoretical and empirical analysis, we show how classical query optimization ideas such as rewrites, multi-query optimization, materialization optimization, incremental view maintenance,
approximate query processing, and predicate push-down can be re-imagined in the context of DL workloads to optimize them. We show that our techniques can enable significant runtime and resource savings (even over 10X for some cases) for a variety of popular and important end-to-end DL workloads. Our work fills a critical technical gap in DL systems architecture and opens up new connections between query optimization and DL systems.
Chapter 1

Introduction

1.1 Motivation

Deep Learning (DL) [124] has unlocked unstructured data for analytics. It has enabled new applications, insights, and value in various domains, including enterprises [137], domain sciences [282], and even in critical application domains such as in healthcare [160, 148]. However, DL workloads are highly resource-intensive and time-consuming, which hinder their adoption. Thus, in recent years, optimizing them from a systems standpoint has attracted significant attention from the computer systems community.

In this dissertation, we fundamentally reimagine DL workloads as data processing workloads to optimize them from a data management standpoint. We identify and optimize three popular DL workload types: 1) model building, 2) model inference, and 3) transfer learning, which is a special type of model training workload that reuses pre-trained models. Figure 1.1 presents an illustration of these workload types and several workloads pertaining to each type.

However, one cannot directly apply existing data management techniques to optimize DL workloads. This is because DL workloads are significantly different from other popular data processing workloads at various levels, including the data model, computational model, execution
characteristics, and user interaction modes. For example, DL workloads use \(^1\) tensors as the data model and the neural computational graph as the computational model [124], which are unique to the DL workloads. DL workloads are also highly data-intensive. Training a DL model with good accuracy requires millions of training examples [108]. DL workloads are also highly compute- and memory-intensive [60]. DL model training is a complex iterative numerical optimization process [124], which can take weeks of computing time even on high-end hardware accelerators such as GPUs and TPUs. DL models can also have billions of parameters [257], which bloats their runtime memory footprint. Furthermore, DL model training is an empirical process and requires a significant amount of exploratory work to pick the best model for a given task. This exploratory process is also called model selection [124, 173]. Overall, these characteristics hinder DL adoption for many practitioners.

The computer systems community has identified the lack of specialized systems for DL

---

\(^{1}\)Generalization of matrices to higher dimensions.
as a blocker for DL adoption and has invested in developing optimized systems for DL. These systems are collectively referred to as DL systems. They span the entire vertical cross-section of computing. An illustration of the DL systems stack is presented in Figure 1.2 (A). At the bottom-most layer, there are custom hardware accelerators (e.g., GPUs, TPUs, and custom ASICs) developed for DL [179]. On the layer above, there are compilers (e.g., TVM [93], XLA [52]) developed for DL. On the very top, there are frameworks (e.g., TensorFlow [54], PyTorch [228]) and libraries (e.g., Keras [131], HuggingFace [284]) developed for DL. In terms of functionality, the libraries layer provides application programming interfaces (APIs) for specifying various DL workloads. The frameworks layer contains the application logic needed to construct the final program. The compiler layer then compiles the program to executable code to execute on the hardware.

In terms of the layers of functionality, the DL systems stack bears strong similarities to the database management systems (DBMSs) architecture [237] as shown in Figure 1.2 (C). For instance, the workload specification aspect of the DL libraries is analogous to the query/workload
specification layer in DBMSs (e.g., SQL, PL/SQL). The program construction aspect of the DL frameworks and program compilation aspects of the DL compilers are collectively analogous to the query compilation layer in DBMSs. The program execution on the DL hardware is analogous to the query execution layer in DBMSs. However, one major research gap in the DL systems stack is the analogous of a query optimization layer. The query optimization layer [150] is a major component in the DBMS architecture, which enables achieving high efficiencies despite providing an easy-to-use declarative workload specification interface (e.g., SQL) for the users. The query optimization layer performs automated optimizations based on the query workload characteristics such as data access and computation patterns. For other data processing workloads such as relational query processing, query optimization is an extensively studied area [88].

The lack of a query optimization counterpart in the DL systems stack results in significant missed opportunities for optimization. Even though the DL compilers perform program-level compiler optimizations (e.g., operator fusion, loop optimizations [93]), they operate at a lower granularity and do not optimize for workload-level semantic, logical, and physical characteristics. Considering this, the thesis of this dissertation is that:

For a variety of end-to-end model building, model inference, and transfer learning workloads, by characterizing the semantic, logical, and physical characteristics of those workloads, novel query optimization-inspired techniques can be developed to significantly improve system efficiency and reduce resource costs of them.

Using a combination of abstractions already available in DL practice, new algorithms, system design, theoretical and empirical analysis, we show how classical query optimization ideas such as rewrites [227], multi-query optimization [250], materialization optimization [96], incremental view maintenance [86], approximate query processing [120], and predicate push-down [272] can be re-imagined in the context of DL workloads to optimize them. We show that our approach can enable significant runtime and resource savings (even over 10X for some cases) for a variety of popular end-to-end DL workloads.
1.2 Technical Contributions

In this dissertation, we select five popular and important end-to-end DL workloads and optimize them from a data management standpoint. We chose these workloads based on our interactions with DL practitioners and domain scientists and the recent trends identified from influential DL publications. We identify semantic, logical, and physical characteristics of these workloads that are not leveraged by existing DL systems and develop new query optimization-inspired techniques to optimize them. Our physical optimizations operate at the lowest level and are the closest to the physical execution. Our logical optimizations are higher-level than physical optimizations. They rearrange the computations and data accesses of a workload while ensuring the exact output. Our semantic optimizations operate at the highest level and leverage the workload semantics to trade off the output accuracy with system/resource efficiency.

We bake in our techniques into specialized systems optimized for each DL workload. As much as possible, we try to leverage existing DL systems and data analytics systems and implement our ideas on top of these existing systems without making any changes to the internals of those systems. This approach reduces the implementation efforts and enables wider adoption of our techniques. It also allows us to automatically benefit from future advancements in the rest of the DL systems stack (e.g., compilers and architecture). We organize our contributions based on the type of DL workload they optimize: 1) model building, 2) model inference, and 3) transfer learning. Figure 1.3 summarizes our contributions.

1.2.1 Model Building Workloads

We focus on model selection workloads, which is an unavoidable step in model training. Model selection requires training and evaluating several model configurations (sometimes hundreds) before picking the best model. Thus, it significantly increases the resource costs of DL model training.
**Figure 1.3**: The different systems that we have developed, the workloads they optimize, and the type of optimizations they perform.

**CEREBRO: Query Optimizations for DL Model Selection.** We observed that most DL systems today focus on training one model at a time, reducing throughput and raising overall resource costs; some also sacrifice reproducibility. We propose CEREBRO, which is a new data system to raise DL model selection throughput at scale without raising resource costs and sacrificing reproducibility or accuracy. CEREBRO uses a new parallel DL model training strategy we call model hopper parallelism. Model hopper parallelism leverages the physical characteristics of the DL model training process to optimize it. Model hopper parallelism hybridizes task- and data-parallelism to mitigate the cons of these prior paradigms and offers the best of both worlds. Experiments on large benchmark datasets show that CEREBRO offers 3X to 10X runtime savings.
relative to data-parallel systems like Horovod [252] and Parameter Server [187] and up to 8X memory/storage savings or up to 100X network savings relative to task-parallel systems [261].

This work is the subject of Chapter 3 and is joint work with Yuhao Zhang and Arun Kumar. A paper on this work appeared at the VLDB conference in 2020 [215]. In Chapter 4 we dive into the applications and extensions of CEREBRO. There we provide more details about a public health application case study that was supported by CEREBRO and details on how we extended CEREBRO to implement a novel human-in-the-loop model selection paradigm. The code for our system is open source and is available on GitHub: https://github.com/ADALabUCSD/cerebro-system.

1.2.2 Model Inference Workloads

Inference is the process of generating predictions from trained models. We focus on two inference workloads: 1) prediction serving and 2) prediction explanation.

**HUMMINGBIRD: Query Optimizations for Classical ML Prediction Serving on DL Systems.** We observed that while there are specialized systems for DL inference (e.g., TVM [93], ONNXRuntime [15]), classical ML inference workloads in enterprises are supported in an ad-hoc manner. Yet, classical machine learning workloads are very popular in enterprises and the lack of specialized systems support contributes to significant infrastructure complexity and increased costs [61]. In this work, we use query optimization-inspired techniques to develop a system called HUMMINGBIRD, which enables classical ML inference on DL systems. HUMMINGBIRD leverages the logical and physical characteristics of classical ML inference workloads and rewrites featurization operators and traditional ML models (e.g., decision trees) into a set of tensor operations supported by DL inference systems. We show that our approach not only reduces the infrastructure complexity by leveraging existing investments in DL inference systems, but can also enable significant runtime speedups of up to 3X against hand-crafted GPU kernels, and up to 1200X for predictive pipelines against state-of-the-art frameworks.

This work is the subject of Chapter 5. It was started as an internship project while interning
at Microsoft and is joint work with Karla Saur, Gyeong-In Yu, Konstantinos Karanasos, Carlo Curino, Markus Weimer, and Matteo Interlandi. A paper on this work appeared at the USENIX OSDI conference in 2020 [213]. The code for our system is open source and is available on GitHub: https://github.com/microsoft/hummingbird.

**KRYPTON: Query Optimizations for Deep CNN Prediction Explanations.** Deep Convolutional Neural Networks (CNNs) [171, 260] are a special type of DL model optimized for image prediction tasks. They match human-level accuracy in many prediction tasks, resulting in a growing adoption in various domains including healthcare [160, 148]. Naturally, “explaining” CNN predictions is a key concern for many users and occlusion-based explanations [290] (OBE) is a popular technique for understanding CNN predictions. In OBE, one occludes a region of the image using a patch and moves it around to produce a heat map of changes to the prediction probability. This approach is computationally expensive due to the large number of re-inference requests produced, which wastes time and raises resource costs.

In this work, we leverage the semantic, logical, and physical characteristics of the OBE workload and develop a system we call KRYPTON to optimize it. We cast the OBE workload as a new instance of the classical incremental view maintenance problem [86]. We create a novel and comprehensive algebraic framework for incremental CNN inference combining materialized views with multi-query optimization [250] to reduce computational costs. We also present two novel approximate inference optimizations that exploit the semantics of CNNs and the OBE task to further reduce runtimes. Experiments with real data and CNNs show that KRYPTON reduces runtimes by up to 5X (resp. 35X) to produce exact (resp. high-quality approximate) results without raising resource requirements.

This work is the subject of Chapter 6 and is joint work with Arun Kumar and Yannis Papakonstantinou. In Chapter 7, we dive into the extensions of KRYPTON. There we provide details on how we extended KRYPTON to support interactive CNN prediction diagnosis and support accelerating OBE for arbitrary CNN models.
A paper on this work appeared at the ACM SIGMOD conference in 2019 [211], and it was recognized as an honorable mention for the ACM SIGMOD 2019 best paper award for its novelty and innovation in the transfer of database knowledge to—seemingly—unrelated domains. It also received a SIGMOD 2020 research highlight award and was invited to the ACM TODS journal in 2020.

1.2.3 Transfer Learning Workloads

Transfer learning [268] is a crucial paradigm for democratizing DL, which reduces the high resource costs of DL training workloads. It does so by reusing pre-trained DL models instead of training new models for every new task. We present two scenarios where query optimization-inspired techniques can be used to optimize transfer learning workloads: 1) deep CNN feature transfer and 2) DL model adaptation.

**VISTA: Query Optimizations for Deep CNN Feature Transfer.** Deep CNNs provide a unique opportunity to holistically integrate image data in enterprise data analytics, which has hitherto relied mainly on structured data [137]. Since training deep CNNs from scratch is expensive and laborious, feature transfer has become popular: using a pre-trained CNN, one reads off certain intermediate output features from the model to represent images and combines them with other features for a downstream machine learning task. Since no single intermediate output will always offer the best accuracy in general, such feature transfer requires comparing many intermediate outputs.

We observed that the current approach to this process on top of DL systems such as TensorFlow [54] and scalable analytics systems such as Spark [289] is fraught with inefficiency due to redundant CNN inference and the potential for system crashes due to manual memory management. We propose VISTA, a system to mitigate such issues by elevating the feature transfer workload to a declarative level and formalizing the data model of CNN inference. VISTA leverages the logical and physical characteristics of CNN feature transfer workloads to optimize them. It
casts the deep CNN feature transfer workload as a novel instance of multi-query optimization and enables automated optimization of feature materialization trade-offs, memory usage, and system configuration. Experiments with real-world datasets and deep CNNs show that apart from enabling seamless feature transfer, VISTA reduces runtimes by 67%.

This work is the subject of Chapter 8 and is joint work with Arun Kumar. A paper on this work appeared at the ACM SIGMOD conference in 2020 [210]. The code for our system is open source and is available on GitHub: https://github.com/AdaLabUCSD/Vista.

**NAUTILUS: Query Optimizations for DL Model Adaptation.** In DL model adaptation workloads, one adapts a pre-trained model for a target task instead of training a new model from scratch. A common practice during this process is to freeze most pre-trained model parameters [194, 80] and adapt only the remaining. Since no single freezing scheme is universally the best, one often evaluates several model freezing schemes. Furthermore, this process is repeated whenever new training data become available for the target task [65, 73]. Today, one executes this workload by performing computations for the entire pre-trained model and repeats it every time new training data become available. This approach results in redundant computations in frozen model parts and causes system inefficiency issues.

We propose NAUTILUS, a system to reduce redundant computations and training overheads of DL model adaptation workloads. NAUTILUS leverages the physical characteristics of model adaptation workload and casts it as a new instance of multi-query optimization [250]. Experiments with end-to-end workloads on benchmark datasets show that NAUTILUS reduces DL model adaptation runtimes by up to 5X compared to the current practice.

This work is the subject of Chapter 9 and is joint work with Arun Kumar. A paper on this work will appear at the ACM SIGMOD conference in 2022 [12]. The code for our system is open source and is available on GitHub: https://github.com/AdaLabUCSD/Nautilus.
1.3 Summary and Impact

DL is an emerging data processing workload category that requires specialized systems support. DL systems stack bears strong similarities to other data processing system stacks such as DBMSs. However, one major difference of current DL systems stack compared to the DBMSs is the lack of a counterpart for query optimization. As a result, DL systems miss significant opportunities for workload optimizations. In this dissertation, we propose novel query optimization-inspired workload optimization techniques for DL systems. Our optimization techniques cover three major DL workload categories: 1) model building workloads, 2) model inference workloads, and 3) transfer learning workloads. We show that our techniques can significantly improve system efficiency and reduce resource costs of DL workloads. Our work fills critical technical gaps in DL systems architecture and opens up new connections between query optimization and DL systems.

Our interactions with domain experts, analysts, and engineers from academic institutions and industry helped us identify many practical bottlenecks faced when adopting DL. These bottlenecks became the research focus of this dissertation, and in some cases, we were able to transition our techniques and systems for real-world adoption. In particular, at the time of writing this document, the research systems discussed in this dissertation have had the following practical impacts:

- The CEREBRO system has been used by public health researchers at UC San Diego to train behavior prediction models on terabyte-scale accelerometer training data [127].

- Ideas from the CEREBRO system has been integrated into the Apache MADLib library, and VMware has shipped it to their enterprise customers for performing in-database DL model selection [275].

- The HUMMINGBIRD system has been open-sourced by Microsoft [38] and it has been
downloaded over 60,000 times using the PyPI package manager. Also, Microsoft has integrated the HUMMINGBIRD system to their ONNXRuntime and SynapseML systems.

- We have also started exploring the possibility of adopting ideas from the NAUTILUS system for public health use cases at UC San Diego.
Chapter 2

Background

2.1 Deep Learning

DL is a machine learning paradigm that uses artificial neurons as the building block [124]. DL models take raw features as input and perform a series of transformation operations to generate the final output predictions. These transformations are organized into groups called layers. Internally, a DL model is organized as a directed graph of layers. A layer contains multiple neurons and these neurons are connected to neurons in the input layers through learnable weight parameters. The output of a neuron is computed by some non-linear function of the sum of its inputs. Figure 2.1 (A) presents an illustration of a DL model.

The internal layers of a DL model are referred to as hidden layers. During DL model training, hidden layers automatically learn to extract a hierarchy of relevant features directly from raw data [290]. Thus, DL significantly deviates from the previous paradigms of machine learning, which require extensive human effort for engineering the relevant features for a task. In recent years, DL models have revolutionized unstructured data analytics (e.g., images, speech, text, time-series data), resulting in near-human accuracies for some prediction tasks [2].
2.2 Mini-batch Stochastic Gradient Descent

DL model training tries to learn optimal values for the model parameters $\theta$ using some loss function $J$. The loss function essentially captures how good the model approximates the input-output $(X, y)$ mappings in the training data. One such widely-used loss function is the cross-entropy loss function [124].

Given such a loss function, the mini-batch stochastic gradient descent (mini-batch SGD) method or its variants are used to train DL models. Mini-batch SGD is an iterative numerical optimization method, which performs multiple scans over the data using small data batches called mini-batches. A single scan is also called an epoch of training. In an epoch, SGD randomly samples a mini-batch of training data $(X^{(i:i+n)}, y^{(i:i+n)})$ and calculates the loss $J(\theta; X^{(i:i+n)}, y^{(i:i+n)})$. It then calculates the loss gradients with respect to all the learnable model parameters $\nabla_\theta J$ and updates the parameters to reduce the loss as per Equation 2.1. The parameter gradients are also weighted by a coefficient $\eta$, which is also called the learning rate.

$$\theta = \theta - \eta \cdot \nabla_\theta J(\theta; X^{(i:i+n)}, y^{(i:i+n)})$$

Each parameter update tries to reduce the loss value and find optimal values for the model.
parameters. This process is continued until the model has converged such that the loss value has reached a minimum value and it wouldn’t improve any further. This process is pictorially depicted in Figure 2.1 (B). SGD is guaranteed to find the optimal values for the model parameters only for convex optimization problems. However, DL model training is a non-convex optimization problem. Yet, it has been shown that SGD can converge to a good local optimum in most cases. SGD is inherently sequential; deviating from sequential execution may lead to poor convergence behavior, typically raising the number of parameter updates needed for a given accuracy.

The computations needed for mini-batch SGD are performed in two stages: forward pass and backward pass.

### 2.2.1 Forward Pass of Computations

The mini-batch loss values $J(\theta; X^{(i:i+n)}; y^{(i:i+n)})$ needed for SGD are calculated using a forward computation pass over the model. During the forward pass, input feature values $X$ of a mini-batch are propagated through the layers, where each layer performs some non-linear transformation. The final layer generates the output predictions. These predictions values and the actual label values $y$ are then used to calculate the mini-batch loss value.

### 2.2.2 Backward Pass of Computations

Parameter gradients $\nabla_{\theta}$ needed for mini-batch SGD are calculated using a backward computation pass over the model, which is also called backpropagation. Backpropagation leverages the graph structure of the model and the chain rule of differentiation to efficiently calculate the gradients. After the forward-pass and the loss computation, backpropagation calculates the loss gradient with respect to the model outputs and traverses backward from the model output layers towards the model input layers. Along its path, it propagates the loss gradient through the layers. The loss gradients with respect to the inputs of a layer, also called the
input gradients, are calculated using the loss gradient with respect to the output of that layer. Backpropagation also calculates the layer parameter gradients $\nabla_\theta$ using the layer output gradients and uses them to update the learnable parameters.

2.3 Model Selection

The accuracy of a trained DL model heavily depends on the model architecture (e.g., model graph structure, number of layers, layer types, number of artificial neurons inside a layer) and also on the various training hyperparameter (e.g., training mini-batch size, learning rate, regularization values) used during training [124, 173]. Thus, training a DL model is seldom a one-off process. Practitioners often explore several different model architectures and hyperparameter values before picking the best configuration for their given task. This empirical process is referred to as model selection, and it is unavoidable because it is how one controls underfitting vs. overfitting [255]. Model selection is a major bottleneck for the adoption of DL among enterprises and domain scientists due to both the time spent and resource costs. In chapter 3, we provide more details about model selection along with a case study and dive deep into our techniques for optimizing it.

2.4 Model Inference

Inference is the process of generating predictions from a trained DL model. DL inference is a simpler process compared to the training process as it involves only the forward-pass of computations. Even though the model inference process is simple, it is a key contributor to the increased system complexity, performance concerns, and overall operational efficiency of a machine learning infrastructure [29]. For instance, each model is trained once but used multiple times for inference in a variety of environments. Thus inference dominates infrastructure complexity for deployment, maintainability, and monitoring. Second, model inference is often
in the critical path of interactive and analytical applications, hence its performance (in terms of latency and throughput) is an important concern for enterprises. Finally, model inference is responsible for 45-65% of the total cost of ownership of machine learning solutions [61]. In chapter 5, we provide more details about model inference and dive deep into our techniques for enabling classical ML inference on DL inference systems.

In addition to making basic predictions, some DL users often seek an “explanation” for why a DL model predicted a certain prediction. Hence, model explainability workloads have also become a popular and important DL workload category. Prediction explanations can help users trust DL models [242], especially in high-stakes applications such as radiology [256], and are a legal requirement for machine learning applications in some countries [276]. How to explain a DL model prediction is still an active research question. However, perturbation-based [290] and gradient-based [251] approaches are two widely used method families for explaining DL model predictions. In chapter 6, we provide more details about occlusion-based explanation, a widely used technique for explaining deep convolutional neural network (CNN) predictions, and dive deep into our techniques for optimizing it.

### 2.5 Deep Transfer Learning

The success of DL is mainly driven by how it extracts a hierarchy of relevant parameterized features from raw data, with the parameters learned automatically during training [124]. But, DL has a major bottleneck: model training is expensive. In many cases, it needs large training datasets (e.g., millions of records) and incurs high compute costs (e.g., days to weeks of GPU time). This hinders DL adoption, especially in low-resource settings. These bottlenecks can be overcome using a paradigm called deep transfer learning (DTL).

DTL leverages the fact that most of the features learned by a DL model when trained on a large dataset like Wikipedia, are general enough to be reused in other similar settings [245, 181, ...
Thus, instead of training a DL model from scratch, one can reuse a pre-trained model to 1) transfer features for a target task or 2) adapt the parameters of the DL model for the target task, instead of training a model from scratch. DTL is a crucial paradigm for democratizing DL. Thus, the DL community is investing in creating highly reusable pre-trained models, also called foundation models [76], for various domains. We provide more details about feature transfer and model adaptation workloads in chapter 8 and chapter 9, respectively, and also dive into our techniques for optimizing these workloads.
Chapter 3

CEREBRO: Query Optimizations for DL

Model Selection

3.1 Introduction

In this chapter, we dive deeper into our techniques for optimizing distributed DL model selection. Model selection is an unavoidable step when training DL models where practitioners have to evaluate several different models configurations before picking the best model for their given task. Model selection significantly amplifies the DL model training costs and makes it a major bottleneck for adopting DL. Thus optimizing DL model selection from a systems standpoint is of major importance for democratizing DL.

Case Study. We present a real-world model selection scenario. Our public health collaborators at UC San Diego wanted to try DL models for identifying different activities (e.g., sitting, standing, stepping, etc.) of subjects from body-worn accelerometer data. The data were collected from a cohort of about 600 people and is labeled. Its size is 864 GB. During model selection, we tried different model architectures such as convolution neural networks (CNNs), long short-term memory models (LSTMs), and composite models such as CNN-LSTMs,
which now offer state-of-the-art results for multivariate time-series classification [220, 161]. Our collaborators also wanted to try different prediction window sizes (e.g., predictions generated every 5 seconds vs. 15 seconds) and alternative target semantics (e.g., sitting–standing–stepping or sitting vs. not sitting). The training process also involves tuning various hyper-parameters such as learning rate and regularization coefficient.

In the above scenario, it is clear that the model selection process generates dozens, if not hundreds, of different models that need to be evaluated in order to pick the best one for the prediction task. Due to the scale of the data and the complexity of the task, it is too tedious and time-consuming to manually steer this process by trying models one by one. Parallel execution on a cluster is critical for reasonable runtimes. Moreover, since our collaborators often changed the time windows and output semantics for health-related analyses, we had to rerun the whole model selection process over and over several times to get the best accuracy for their evolving task definitions. Finally, reproducible model training is also a key requirement in such scientific settings. All this underscores the importance of automatically scaling DL model selection on a cluster with high throughput.

**System Desiderata.** We identify the following key desiderata for a DL model selection system.

1) **Scalability.** DL often has large training datasets, larger than single-node memory and sometimes even disk. DL model selection is also highly compute-intensive. Thus, we desire out-of-the-box scalability to a cluster with large partitioned datasets (*data scalability*) and distributed execution (*compute scalability*).

2) **High Throughput.** Regardless of manual grid/random searches or more complex AutoML searches, a key bottleneck for model selection is *throughput*: how many training configurations are evaluated per unit time. Higher throughput enables DL users to iterate through more configurations in bulk, potentially reaching a better accuracy sooner.
3) **Overall Resource Efficiency.** DL training uses variants of mini-batch stochastic gradient descent (SGD) [71, 77, 79]. To improve efficiency, the model selection system has to avoid wasting resources and maximize resource utilization for executing SGD on a cluster. We identify 4 key components of resource efficiency: (1) *per-epoch efficiency*: time to complete an epoch of training; (2) *convergence efficiency*: time to reach a given accuracy metric; (3) *memory/storage efficiency*: amount of memory/storage used by the system; and (4) *communication efficiency*: the amount of network bandwidth used by the system. In cloud settings, compute, memory/storage, and network all matter for overall costs because resources are pay-as-you-go; on shared clusters, which are common in academia, wastefully hogging any resource is unethical.

4) **Reproducibility.** Ad hoc model selection with distributed training is a key reason for the “reproducibility crisis” in deep learning [280]. While some Web giants may not care about reproducibility for some use cases, this is a showstopper issue for many enterprises due to auditing, regulations, and/or other legal reasons. Most domain scientists also inherently value reproducibility.

**Limitations of Existing Landscape.** We compared existing approaches to see how well they cover the above desiderata. Unfortunately, each approach falls short on some major desiderata, as we summarize next. Figure 3.3 and Section 3.2 present our analysis in depth.

1) **False Dichotomy of Task- and Data-Parallelism.** Prior work on model selection systems almost exclusively focus on the task-parallel setting [186, 185, 149]. This ignores a pervasive approach to scale to large data on clusters: data partitioning (sharding). A disjoint line of work on data-parallel DL systems do consider partitioned data but focus on training one model at a time, not model selection workloads [252, 187]. Model selection on partitioned datasets is important because parallel file systems (e.g., HDFS for Spark), parallel RDBMSs, and “data lakes” typically store large datasets in that manner.

2) **Resource Inefficiencies.** Due to the false dichotomy, naively combining the above
Figure 3.1: (A) Cerebro combines the advantages of both task- and data-parallelism. (B) System design philosophy and approach of CEREBRO/MOP (introduced in [214]): “narrow waist” architecture in which multiple model selection procedures and multiple deep learning tools are supported—unmodified—for specifying/executing DL computations. MOP is our novel resource-efficient distributed SGD execution approach. (C) Model Hopper Parallelism (MOP) as a hybrid approach of task- and data-parallelism. It is the first known form of bulk asynchronous parallelism, filling a major gap in the parallel data systems literature.

mentioned approaches could cause overheads and resource wastage (Section 3.2 explains more). For instance, using task-parallelism on HDFS requires extra data movement and potential caching, substantially wasting network and memory/storage resources. An alternative is remote data storage (e.g., S3) and reading repeatedly at every iteration of SGD. But this leads to orders of magnitude higher network costs by flooding the network with lots of redundant data reads. On the other hand, data-parallel systems that train one model at a time (e.g., Horovod [252] and Parameter Servers [187]) incur high communication costs, leading to high runtimes.

Overall, we see a major gap between task- and data-parallel systems today, which leads to substantially lower overall resource efficiency, i.e., when compute, memory/storage, and network
Our Proposed System. We propose CEREBRO, a new system for DL model selection that mitigates the above issues with both task- and data-parallel execution. As Figure 3.1(B) shows, CEREBRO combines the advantages of both task- and data-parallelism, while avoiding the limitations of each. It raises model selection throughput without raising resource costs. Our target setting is small clusters (say, tens of nodes), which covers a vast majority (over 90%) of parallel ML workloads in practice [29]. We focus on the common setting of partitioned data on such clusters. Figure 3.1(B) shows the system design philosophy of CEREBRO: a narrow-waist architecture inspired by [173] to support multiple model selection search procedures and DL systems.

Summary of Our Techniques. At the heart of CEREBRO is a simple but novel hybrid of task- and data-parallelism we call model hopper parallelism (MOP) that fulfills all of our desiderata. MOP is inspired by the multi-query optimization (MQO) [250] in DBMSs and is based on our insight about a formal optimization theoretic property of SGD: robustness to the random source of task- and data-parallelism we call model hopper parallelism (MOP) that fulfills all of our desiderata. MOP is inspired by the multi-query optimization (MQO) [250] in DBMSs and is based on our insight about a formal optimization theoretic property of SGD: robustness to the random

Figure 3.2. Conceptual comparison of MOP/CEREBRO with prior art on two key axes of resource efficiency: communication cost per epoch and memory/storage wastage. Dashed line means that approach has a controllable parameter. *Horovod uses a more efficient communication mechanism than Parameter Server (PS), leading to a relatively lower communication cost. #**Task-Parallelism with full remote reads has varying communication costs (higher or lower than PS) based on dataset size.
ordering of the data. Figure 3.1(C) positions MOP against prior approaches: it is the first known form of “Bulk Asynchronous” parallelism, a hybridization of the Bulk Synchronous parallelism common in the database world and task-parallelism common in the DL world. As Figure 3.2 shows, MOP has the network and memory/storage efficiency of BSP but offers much better model convergence behavior. Prior work has shown that the BSP approach for distributed SGD (also called “model averaging”) has poor convergence behavior [116]. Overall, considering all resources holistically—compute, memory/storage, and network—MOP can be the resource-optimal choice in our target setting.

With MOP as its basis, CEREBRO devises an optimizing scheduler to efficiently execute DL model selection on small clusters. We formalize our scheduling problem as a mixed-integer linear program (MILP). We compare alternate candidate algorithms with simulations and find that a simple randomized algorithm has surprisingly good performance on all aspects (Section 3.5). We then extend our scheduler to support replication of partitions, fault tolerance, and elasticity out of the box (Sections 3.5.5 and 3.5.6). Such systems-level features are crucial for DL model selection workloads, which can often run for days. Overall, this work makes the following contributions:

- We present a new parallel SGD execution approach we call model hopper parallelism (MOP) that satisfies all the desiderata listed earlier by exploiting a formal property of SGD. MOP is applicable to any ML models trained with SGD. We focus primarily on DL models due to their growing popularity combined with the pressing issue of their resource-intensiveness.

- We build CEREBRO, a general and extensible DL model selection system using MOP. CEREBRO can support arbitrary DL models and data types, as well as multiple DL training frameworks and model selection search procedures. We integrate it with TensorFlow and PyTorch.
• We formalize the scheduling problem of CEREBRO and compare 3 alternatives (MILP solver, approximate, and randomized) using simulations. We find that a randomized scheduler works well in our setting.

• We extend CEREBRO to use partial data replication and support fault tolerance and elasticity.

• We perform extensive experiments on real model selection workloads with two large benchmark datasets: ImageNet and Criteo. CEREBRO offers 3x to 10x runtime gains over purely data-parallel systems and up to 8x memory/storage gains over purely task-parallel systems. CEREBRO also exhibits linear speedup behavior.

3.2 Tradeoffs of Existing Approaches

Most deep learning tools (e.g., TensorFlow) focus on the latency of training one model at a time, not on throughput. A popular way to raise throughput is parallelism. Thus, various multi-node parallel execution approaches have been studied. All of them fall short on some desiderata, as Figure 3.3 shows. We group these approaches into 4 categories:

Embarrassingly Task Parallel. Tools such as Python Dask, Celery, Vizier [122], and Ray [207] can run different training configurations on different workers in a task-parallel manner. Each worker can use logically sequential SGD, which yields the best convergence efficiency. This is also reproducible. There is no communication across workers during training, but the whole dataset must be copied to each worker, which does not scale to large partitioned datasets. Copying datasets to all workers is also highly wasteful of resources, both memory and storage, which raises costs. Alternatively, one can use remote storage (e.g., S3) and read data remotely every epoch. But such repeated reads wastefully flood the network with orders of magnitude extra redundant data, e.g., see a realistic cost calculation in Table 3.2.

Bulk Synchronous Parallel (BSP). BSP systems such as Spark and TensorFlow with
## Desiderata

<table>
<thead>
<tr>
<th></th>
<th>Embarrassing Task Parallelism (e.g., Dask, Celery)</th>
<th>Data Parallelism (e.g., Spark)</th>
<th>Centralized Fine-grained (e.g., Async PS)</th>
<th>Decentralized Fine-grained (e.g., Horovod)</th>
<th>Model Hopper Parallelism (Our Work)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data Scalability</strong></td>
<td>![X] No (Full Replication) Wasteful (Remote Reads)</td>
<td>![✓] Yes</td>
<td>![✓] Yes</td>
<td>![✓] Yes</td>
<td>![✓] Yes</td>
</tr>
<tr>
<td><strong>Per-Epoch Efficiency</strong></td>
<td>![✓] High</td>
<td>![✓] High</td>
<td>![✗✗] Lowest</td>
<td>![✗] Low</td>
<td>![✓] High</td>
</tr>
<tr>
<td><strong>Mem/Storage Efficiency</strong></td>
<td>![✗✗✗] Lowest</td>
<td>![✓] High</td>
<td>![✓] High</td>
<td>![✓] High</td>
<td>![✓✓] High</td>
</tr>
<tr>
<td><strong>Reproducibility</strong></td>
<td>![✓] Yes</td>
<td>![✓] Yes</td>
<td>![✗] No</td>
<td>![✓] Yes</td>
<td>![✓✓] Yes</td>
</tr>
</tbody>
</table>

**Figure 3.3:** Qualitative comparisons of existing systems on key desiderata for a model selection system.

Model averaging [50] parallelize one model at a time. They partition the dataset across workers, yielding high memory/storage efficiency. They broadcast a model, train models independently on each worker’s partition, collect all models on the master, average the weights (or gradients), and repeat this every epoch. Alas, this approach converges poorly for highly non-convex models; so, it is almost never used for DL training [265].

**Centralized Fine-grained.** These systems also parallelize one model at a time on partitioned data but at the finer granularity of each mini-batch. The most prominent example is Parameter Server (PS) [187]. PS is a set of systems for data-parallel DL model training. A typical PS consists of *servers* and *workers*; servers maintain the globally shared model weights, while workers compute SGD gradients on a locally stored data partition. Workers communicate with servers periodically to update and retrieve model weights. Based on the nature of these communications, PS has two variants: *synchronous* and *asynchronous*. Asynchronous PS is highly scalable but unreproducible; it often has poorer convergence than synchronous PS due to stale updates but synchronous PS has higher overhead for synchronization. All PS-style approaches have high communication due to their centralized all-to-one communications, which is proportional to the number of mini-batches and orders of magnitude higher than BSP.

**Decentralized Fine-grained.** The best example is Horovod [252]. It adopts HPC-style techniques to enable synchronous all-reduce SGD. While this approach is bandwidth optimal,
Table 3.1: Notation used in Section 3.3

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>Set of training configurations</td>
</tr>
<tr>
<td>$p$</td>
<td>Number of data partitions/workers</td>
</tr>
<tr>
<td>$k$</td>
<td>Number of epochs for $S$ to be trained</td>
</tr>
<tr>
<td>$m$</td>
<td>Model size (uniform for exposition sake)</td>
</tr>
<tr>
<td>$b$</td>
<td>Mini-batch size</td>
</tr>
<tr>
<td>$D$</td>
<td>Training dataset ($\langle D \rangle$: dataset size, $</td>
</tr>
</tbody>
</table>

communication latency is still proportional to the number of workers, and the synchronization barrier can become a bottleneck. The total communication overhead is also proportional to the number of mini-batches and orders of magnitude higher than BSP.

### 3.3 Model Hopper Parallelism

We first explain how MOP works and its properties. Table 3.1 presents some notation. We also theoretically compare the communication costs of MOP and prior approaches.

#### 3.3.1 Basic Idea of MOP

We are given a set $S$ of training configurations (“configs” for short). For simplicity of exposition, assume for now each runs for $k$ training iterations, also called $k$ epochs—we relax this later\(^1\). Shuffle the dataset once and split into $p$ partitions, with each partition located on one of $p$ worker machines. Given these inputs, MOP works as follows. Pick $p$ configs from $S$ and assign one per worker (Section 3.5 explains how we pick the subset). On each worker, the assigned config is trained on the local partition for a single sub-epoch, which we also call a training unit. Completing a training unit puts that worker back to the idle state. An idle worker is

---

\(^1\)Section 3.4.2 (Supporting Multiple AutoML Procedures) explains further how CEREBRO can support different configs being trained for different numbers of epochs.
then assigned a new config that has not already been trained and also not being currently trained on another worker. Overall, a model “hops” from one worker to another after a sub-epoch. Repeat this process until all configs are trained on all partitions, completing one epoch for each model. Repeat this every epoch until all configs in $S$ are trained for $k$ epochs. The invariants of MOP can be summarized as follows:

- **Completeness**: In a single epoch, each config is trained on all workers exactly once.

- **Model training isolation**: Two training units of the same config are not run simultaneously.

- **Worker/partition exclusive access**: A worker executes only one training unit at a time.

- **Non-preemptive execution**: Once started, individual training units run without preemption.

**Insights Underpinning MOP.** MOP exploits a formal property of SGD: *any random ordering* of examples suffices for convergence [71, 77]. Each of the $p$ configs visits the data partitions in a different (pseudorandom) yet in sequential order. Thus, MOP offers high accuracy for all models, comparable to sequential SGD. While SGD’s robustness has been exploited before in DL systems, e.g., in Parameter Server [187], MOP exploits it at the *partition level* instead of at the mini-batch level to reduce communication costs. This is possible because we connect this property with model selection workloads instead of training one model at a time.

**Positioning MOP.** As Figure 3.1(C) shows, MOP is a new hybrid of task- and data-parallelism that is a form of “bulk asynchronous” parallelism. Like task-parallelism, MOP trains many configs in parallel but like BSP, it runs on partitions. So, MOP is more fine-grained than task parallelism but more coarse-grained than BSP. MOP has no global synchronization barrier within an epoch. Later in Section 3.5, we dive into how CEREBRO uses MOP to schedule $S$ efficiently and in a general way. Overall, while the core idea of MOP is simple—perhaps even obvious in hindsight—it has hitherto not been exploited in its full generality in DL systems.
Table 3.2: Communication cost analysis of MOP and other approaches. *Full replication. †Remote reads. ‡Parameters for the example: $k = 20$, $|S| = 20$, $p = 10$, $m = 1$GB, $\langle D \rangle = 1$TB, and $|D|/b = 100$K.

<table>
<thead>
<tr>
<th></th>
<th>Comm. Cost</th>
<th>Example‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Hopper Parallelism</td>
<td>$kmp</td>
<td>S</td>
</tr>
<tr>
<td>Task Parallelism (FR*)</td>
<td>$p\langle D \rangle + m</td>
<td>S</td>
</tr>
<tr>
<td>Task Parallelism (RR†)</td>
<td>$k</td>
<td>S</td>
</tr>
<tr>
<td>Bulk Synchronous Parallelism</td>
<td>$2kmp</td>
<td>S</td>
</tr>
<tr>
<td>Centralized Fine-grained</td>
<td>$2kmp</td>
<td>S</td>
</tr>
<tr>
<td>Decentralized Fine-grained</td>
<td>$2km(p - 1)</td>
<td>S</td>
</tr>
</tbody>
</table>

**Reproducibility.** MOP does not restrict the visit ordering. So, reproducibility is trivial in MOP: log the worker visit order for each configuration per epoch and replay with this order. Crucially, this logging incurs very negligible overhead because a model hops only *once per partition*, not for every mini-batch, at each epoch.

### 3.3.2 Communication Cost Analysis

We summarize the communication costs of MOP and other approaches in Table 3.2. It also illustrates the communication costs in bytes for a realistic example based on our model selection case study in Section 3.1. MOP reaches the theoretical minimum cost of $kmp|S|$. Crucially, note that this cost does not depend on batch size, which underpins MOP’s higher efficiency. BSP also has the same asymptotic cost but unlike MOP, BSP typically converges poorly for DL models and lacks sequential-equivalence. Fine-grained approaches like PS and Horovod have communication costs proportional to the number of mini-batches, which can be orders of magnitude higher. In our setting, $p$ is under low 10s, but the number of mini-batches can even be 1000s to millions based on the batch size.
3.4 System Overview

We present an overview of CEREBRO, a DL system that uses MOP to execute DL model selection workloads.

3.4.1 User-facing API

CEREBRO API allows users to do 2 things: (1) register workers and data; and (2) issue a DL model selection workload. Workers are registered by IP addresses. As for datasets, CEREBRO expects a list of data partitions and their availability on each worker. We assume shuffling and partitioning are already handled by other means, since these are well studied. This common data ETL step is also orthogonal to our focus and is not a major part of the total runtime for iterative DL training.

CEREBRO takes the reference to the dataset, set of initial training configs, the AutoML procedure, and 3 user-defined functions: \textit{input\_fn}, \textit{model\_fn}, and \textit{train\_fn}. It first invokes \textit{input\_fn} to read and pre-process the data. It then invokes \textit{model\_fn} to instantiate the neural architecture and potentially restore the model state from a previous checkpointed state. The \textit{train\_fn} is invoked to perform one sub-epoch of training. We assume validation data is also partitioned and use the same infrastructure for evaluation. During evaluation, CEREBRO marks model parameters as non-trainable before invoking \textit{train\_fn}. We also support higher-level API methods for AutoML procedures that resemble the popular APIs of Keras [221]. Note that \textit{model\_fn} is highly general, i.e., CEREBRO supports all neural computational graphs on all data types supported by the underlying deep learning tool, including CNNs, RNNs, transformers, etc. on structured data, text, images, video, etc. More details of our APIs, including full method signatures and a fleshed out example of how to use CEREBRO are provided in the Appendix A.1.
3.4.2 System Architecture

We adopt an extensible architecture, as Figure 3.4 shows. This allows us to easily support multiple deep learning tools and AutoML procedures. There are 5 main components: (1) API, (2) Scheduler, (3) Task Executor, (4) Catalog, and (5) Resource Monitor. Scheduler is responsible for orchestrating the entire workload. It relies on worker and data availability information from the Catalog. Task Executor launches training units on the cluster and also handles model hops. Resource Monitor is responsible for detecting worker failures and updating the Resource Catalog. Section 3.5 explains how the Scheduler works and how we achieve fault tolerance and elasticity. Next, we describe how CEREBRO’s architecture enables high system generality.

Supporting Multiple Deep Learning Tools. The functions input\_fn, model\_fn, and train\_fn are written by users in the deep learning tool’s APIs. We currently support TensorFlow and PyTorch (it is simple to add support for more). To support multiple such tools, we adopt a handler-based architecture to delineate tool-specific aspects: model training, checkpointing and restoring. Note that checkpointing and restoring is how CEREBRO realizes model hops. Task

Figure 3.4: System architecture of CEREBRO.
Executor automatically injects the tool-specific aspects from the corresponding tool’s handler and runs these functions on the workers. Overall, CEREBRO’s architecture is highly general and supports virtually all forms of data types, DL model architectures, loss functions, and SGD-based optimizers.

**Supporting Multiple AutoML Procedures** Metaheuristics called AutoML procedures are common for exploring training configs. We now make a key observation about such procedures that underpins our Scheduler. Most AutoML procedures fit a common template: create an initial set of configs ($S$) and evaluate them after each epoch (or every few epochs). Based on the evaluations, terminate some configurations (e.g., as in Hyperband [186] and PBT [149]) or add new configurations (e.g., as in PBT). Grid/random search is a one-shot instance of this template. Thus, we adopt this template for our Scheduler. Given $S$, CEREBRO trains all models in $S$ for one epoch and passes control back to the corresponding AutoML procedure for convergence/termination/addition evaluations. CEREBRO then gets a potentially modified set $S'$ for the next epoch. This approach also lets CEREBRO support data re-shuffling after each epoch. But the default (and common practice) is to shuffle only once upfront. Grid/random search (perhaps the most popular in practice), Hyperband, and PBT (and more procedures) conform to this common template and are currently supported.

ASHA [185] and Hyperopt [70] are two notable exceptions to the above template, since they do not have a global synchronized evaluation of training configs after an epoch and are somewhat tied to task-parallel execution. While MOP/CEREBRO cannot ensure logically same execution as ASHA or HyperOpt on task-parallelism, it is still possible to emulate them on MOP/CEREBRO without any modifications to our system. In fact, our experiments with ASHA show that ASHA on CEREBRO has comparable—even slightly better!—convergence behavior than ASHA on pure task-parallelism (Section 3.6.3).
Table 3.3: Additional notation used in the MOP MILP formulation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T \in \mathbb{R}^{\vert S \vert \times p} )</td>
<td>( T_{i,j} ) is the runtime of unit ( s_{i,j} ) (( i^{th} ) config on ( j^{th} ) worker)</td>
</tr>
<tr>
<td>( C )</td>
<td>Makespan of the workload</td>
</tr>
<tr>
<td>( X \in \mathbb{R}^{\vert S \vert \times p} )</td>
<td>( X_{i,j} ) is the start time of the execution of ( i^{th} ) config on ( j^{th} ) partition/worker</td>
</tr>
<tr>
<td>( Y \in {0, 1}^{\vert S \vert \times p \times p} )</td>
<td>( Y_{i,j,j'} = 1 \iff X_{i,j} &lt; X_{i,j'} )</td>
</tr>
<tr>
<td>( Z \in {0, 1}^{\vert S \vert \times \vert S \vert \times p} )</td>
<td>( Z_{i,j,j'} = 1 \iff X_{i,j} &lt; X_{i',j} )</td>
</tr>
<tr>
<td>( V )</td>
<td>Very large value (Default: sum of training unit runtimes)</td>
</tr>
</tbody>
</table>

3.4.3 System Implementation Details

We prototype CEREBRO in Python using XML-RPC client-server package. Scheduler runs on the client. Each worker runs a single service. Scheduling follows a push-based model—Scheduler assigns tasks and periodically checks the responses from the workers. We use a shared network file system (NFS) as the central repository for models. Model hopping is realized implicitly by workers writing models to and reading models from this shared file system. Technically, this doubles the communication cost of MOP to \( 2kmp\vert S \vert \), still a negligible overhead. Using NFS greatly reduces engineering complexity to implement model hops.

3.5 Cerebro Scheduler

Scheduling training units on workers properly is critical because pathological orderings can under-utilize resources substantially, especially when DL model architectures and/or workers are heterogeneous. Consider the model selection workload shown in Figure 3.5(A). Assume workers are homogeneous and there is no data replication. For one epoch of training, Figure 3.5(B) shows an optimal task-parallel schedule for this workload with a 9-unit makespan. Figure 3.5(C) shows a non-optimal MOP schedule with also 9 units makespan. But as Figure 3.5(D) shows, an optimal MOP schedule has a makespan of only 7 units. Overall, we see that MOP’s training
unit-based scheduling offers more flexibility to raise resource utilization. Next, we formally define the MOP-based scheduling problem and explain how we design our Scheduler.

### 3.5.1 Formal Problem Statement as MILP

Suppose the runtimes of each training unit, aka *unit times*, are given. These can be obtained with, say, a pilot run for a few mini-batches and then extrapolating (this overhead will be marginal). For starters, assume each of the \( p \) data partitions is assigned to only one worker. The objective and constraints of the MOP-based scheduling problem is as follows. Table 3.3 lists the additional notation used here.

\[
\text{Objective: } \min_{C,x,y,z} \ C \quad (3.1)
\]
Constraints:
\[
\forall i, i' \in [1, \ldots, |S|] \ \forall j, j' \in [1, \ldots, p]
\]

(a) \( X_{i,j} \geq X_{i',j'} + T_{i,j'} - V \cdot Y_{i,j,j'} \)

(b) \( X_{i,j'} \geq X_{i,j} + T_{i,j} - V \cdot (1 - Y_{i,j,j'}) \)

(c) \( X_{i,j} \geq X_{i',j} + T_{i',j} - V \cdot Z_{i',i,j} \) \hspace{1cm} (3.2)

(d) \( X_{i',j} \geq X_{i,j} + T_{i,j} - V \cdot (1 - Z_{i',i,j}) \)

(e) \( X_{i,j} \geq 0 \)

(f) \( C \geq X_{i,j} + T_{i,j} \)

We need to minimize makespan \( C \), subject to the constraints on \( C \), unit start times \( X \), model training isolation matrix \( Y \), and worker/partition exclusive access matrix \( Z \). The constraints enforce some of the invariants of MOP listed in Section 3.3. Equations 2.a and 2.b ensure model training isolation. Equations 2.c and 2.d ensure worker exclusive access. Equation 2.e ensures that training unit start times are non-negative and Equation 2.f ensures that \( C \) captures the time taken to complete all training units.

Given the above, a straightforward approach to scheduling is to use an MILP solver like Gurobi [134]. The start times \( X \) then yield the actual schedule. But our problem is essentially an instance of the classical open-shop scheduling problem, which is known to be \( \text{NP-Hard} \) [123]. Since \(|S|\) can even be 100s, MILP solvers may be too slow (more in Section 3.5.4); thus, we explore alternative approaches.

### 3.5.2 Approximate Algorithm-based Scheduler

For many special cases, there are algorithms with good approximation guarantees that can even be optimal under some conditions. One such algorithm is “vector rearrangement” [283, 117]. It produces an optimal solution when \(|S| \gg p\), which is possible in our setting.
The vector rearrangement based method depends on two values: $L_{\text{max}}$ (see Equation 3.3), the maximum load on any worker; and $T_{\text{max}}$ (see Equation 3.4), the maximum unit time of any training configuration in $S$.

$$L_{\text{max}} = \max_{j \in [1, ..., p]} \sum_{i=1}^{S} T_{i,j}$$  \hspace{1cm} (3.3)

$$T_{\text{max}} = \max_{i \in [1, ..., |S|], j \in [1, ..., p]} T_{i,j}$$ \hspace{1cm} (3.4)

If $L_{\text{max}} \geq (p^2 + p - 1) \cdot T_{\text{max}}$, this algorithm’s output is optimal. When there are lots of configs, the chance of the above constraint being satisfied is high, yielding us an optimal schedule. But if the condition is not met, the schedule produced yields a makespan $C \leq C^* + (p - 1) \cdot T_{\text{max}}$, where $C^*$ is the optimal makespan value. This algorithm scales to large $|S|$ and $p$ because it runs in polynomial time in contrast to the MILP solver. For more details on this algorithm, we refer the interested reader to [283, 117].

### 3.5.3 Randomized Algorithm-based Scheduler

The approximate algorithm is complex to implement in some cases, and its optimality condition may be violated often. Thus, we now consider a much simpler scheduler based on randomization. This approach is simple to implement and offer much more flexibility (explained more later). Algorithm 1 presents our randomized scheduler.

Given $S$, create $Q = \{s_{i,j} : \forall i \in [1, ..., |S|], j \in [1, ..., p]\}$, the set of all training units. Note that $s_{i,j}$ is the training unit of configuration $i$ on worker $j$. Initialize the state of all models and workers to idle state. Then find an idle worker and schedule a random training unit from $Q$ on it. This training unit must be such that its configuration is not scheduled on another worker and it corresponds to the data partition placed on that worker (Line 10). Then remove the chosen training unit from $Q$. Continue this process until no worker is idle and eventually, until $Q$ is
Algorithm 1 Randomized Scheduling
1: Input: $S$
2: $Q = \{s_{i,j} : \forall i \in [1,\ldots,|S|], \forall j \in [1,\ldots,p]\}$
3: model_idle ← [true,...,true]
4: while not empty($Q$) do
5:   for $j \in [1,\ldots,p]$ do
6:     if worker_idle[$j$] then
7:       $Q \leftarrow$ shuffle($Q$)
8:       for $s_{i,j'} \in Q$ do
9:         if model_idle[$i$] and $j' = j$ then
10:            Execute $s_{i,j'}$ on worker $j$
11:            model_idle[$i$] ← false
12:            worker_idle[$j$] ← false
13:            remove($Q,s_{i,j'}$)
14:       break
15:   wait WAIT_TIME

Algorithm 2 When $s_{i,j}$ finishes on worker $j$
1: model_idle[$i$] ← true
2: worker_idle[$j$] ← true

empty. After a worker completes training unit $s_{i,j}$ mark its model $i$ and worker $j$ as idle again as per Algorithm 2.

3.5.4 Comparing Different Scheduling Methods

We use simulations to compare the efficiency and makespans yielded by the three alternative schedulers. The MILP and approximate algorithm are implemented using Gurobi. We set a maximum optimization time of 5min for tractability sake. We compare the scheduling methods on 3 dimensions: 1) number of training configs (two values: 16 and 256), 2) number of workers (two values: 8 and 16), 3) homogeneity/heterogeneity of configs and workers.

Sub-epoch training time (unit time) of a training config is directly proportional to the compute cost of the config and inversely proportional to compute capacity of the worker. For the homogeneous setting, we initialize all training config compute costs to be the same and also
Figure 3.6: Scheduler runtimes and makespans of the schedules produced in different settings. Makespans are normalized with respect to that of Randomized. (A) Homogeneous cluster and homogeneous training configs. (B) Heterogeneous cluster and heterogeneous training configs.

all worker compute capacities to be the same. For the heterogeneous setting, training config compute costs are randomly sampled (with replacement) from a set of popular deep CNNs (n=35) obtained from [60]. The costs vary from 360 MFLOPS to 21000 MFLOPS with a mean of 5939 MFLOPS and standard deviation of 5671 MFLOPS. We provide these computational costs in the Appendix A.2. For worker compute capacities, we randomly sample (with replacement) compute capacities from 4 popular Nvidia GPUs: Titan Xp (12.1 TFLOPS/s), K80 (5.6 TFLOPS/s), GTX 1080 (11.3 TFLOPS/s), and P100 (18.7 TFLOPS/s). For each setting, we report the average of 5 runs with different random seeds set to the scheduling algorithms and also the min and max of all 5 runs. All makespans reported are normalized by the randomized scheduler’s makespan.

The MILP scheduler sometimes performs poorer than the other two because it has not converged to the optimal in the given time budget. The approximate scheduler performs poorly when both the configs and workers are heterogeneous. It is also slower than the randomized scheduler.

Overall, the randomized approach works surprisingly well on all aspects: near-optimal makespans with minimal variance across runs and very fast scheduling. We believe this interesting superiority of the randomized algorithm against the approximation algorithm is due to some
fundamental characteristics of DL model selection workloads, e.g., large number of configurations
and relatively low differences in compute capacities. We leave a thorough theoretical analysis
of the randomized algorithm to future work. Based on these results, we use the randomized
approach as the default Scheduler in CEREBRO.

3.5.5  Replica-Aware Scheduling

So far we assumed that a partition is available on only one worker. But some file systems
(e.g., HDFS) often replicate data files, say, for reliability sake. We now exploit such replicas for
more scheduling flexibility and faster plans.

The replica-aware scheduler requires an additional input: availability information of
partitions on workers (an availability map). In replica-aware MOP, a training configuration need
not visit all workers. This extension goes beyond open shop scheduling, but it is still NP-Hard
because the open shop problem is a special case of this problem with a replication factor of one.
We extended the MILP scheduler but it only got slower. So, we do not use it and skip its details.
Modifying the approximate algorithm is also non-trivial because it is tightly coupled to the open
shop problem; so, we skip that too. In contrast, the randomized scheduler can be easily extended
for replica-aware scheduling. The only change needed to Algorithm 1 is in Line 10: instead of
checking $j' = j$, consult the availability map to check if the relevant partition is available on that
worker.

3.5.6  Fault Tolerance and Elasticity

We now explain how we make our randomized scheduler fault tolerant. Instead of just $Q$,
we maintain two data structures $Q$ and $Q'$. $Q'$ is initialized to be empty. The process in Algorithm
1 continues until both $Q$ and $Q'$ are empty. When a training unit is scheduled, it will be removed
from $Q$ as before but now also added to $Q'$. It will be removed from $Q'$ when it successfully
completes its training on the assigned worker. But if the worker fails before the training unit finishes, it will be moved back from $Q'$ to $Q$. If the data partitions present on the failed worker are also available elsewhere, the scheduler will successfully execute the corresponding training units on those workers at a future iteration of the loop in Algorithm 1.

CEREBRO detects failures via the periodic heart-beat check between the scheduler and workers. Because the trained model states are always checkpointed between training units, they can be recovered and the failed training units can be restarted. Only the very last checkpointed model is needed for the failure recovery and others can be safely deleted for reclaiming storage. The same mechanism can be used to detect availability of new compute resources and support seamless scale-out elasticity in CEREBRO.

3.6 Experimental Evaluation

We empirically validate if CEREBRO can improve overall throughput and efficiency of DL model selection. We then evaluate CEREBRO in depth. Finally, we demonstrate CEREBRO’s ability to support multiple AutoML procedures.

Datasets. We use two large benchmark datasets: ImageNet [108] and Criteo [102]. ImageNet is a popular image classification dataset. We choose the 2012 version and reshape the images to $112 \times 112$ pixels$^2$. Criteo is an ad click classification dataset with numeric and categorical features. It is shipped under sparse representation. We one-hot encode the categorical features and densify the data. Only a 2.5% random sample of the dataset is used$^2$. Table 3.4 summarizes the dataset statistics.

Workloads. For our first end-to-end test, we use two different neural architectures and grid search for hyper-parameters, yielding 16 training configs for each dataset. Table 3.5 offers

\footnote{We made this decision only so that all of our experiments can complete in reasonable amount of time. This decision does not alter the takeaways from our experiments.}
Table 3.4: Dataset details. All numbers are after preprocessing and sampling of the datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>On-disk size</th>
<th>Count</th>
<th>Format</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>ImageNet</td>
<td>250 GB</td>
<td>1.2M</td>
<td>HDF5</td>
<td>1000</td>
</tr>
<tr>
<td>Criteo</td>
<td>400 GB</td>
<td>100M</td>
<td>TFRecords</td>
<td>Binary</td>
</tr>
</tbody>
</table>

Table 3.5: Workloads. †serialized sizes.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model arch.</th>
<th>Model size/MB †</th>
<th>Batch size</th>
<th>Learning rate</th>
<th>Reg. coeff.</th>
<th>Epochs</th>
</tr>
</thead>
<tbody>
<tr>
<td>ImageNet</td>
<td>{VGG16, ResNet50}</td>
<td>VGG16: 792, ResNet50: 293</td>
<td>{32, 256}</td>
<td>10^{-4}, 10^{-6}</td>
<td>10^{-4}, 10^{-6}</td>
<td>10</td>
</tr>
<tr>
<td>Criteo</td>
<td>3-layer NN, 1000+500 hidden units</td>
<td>179</td>
<td>{32, 64, 256, 512}</td>
<td>10^{-3}, 10^{-4}</td>
<td>10^{-4}, 10^{-5}</td>
<td>5</td>
</tr>
</tbody>
</table>

the details. We use Adam [163] as our SGD method. To demonstrate generality, we also present results for HyperOpt and ASHA on CEREBRO in Section 3.6.3.

Experimental Setup. We use two clusters: CPU-only for Criteo and GPU-enabled for ImageNet, both on CloudLab [111]. Each cluster has 8 worker nodes and 1 master node. Each node in both clusters has two Intel Xeon 10-core 2.20 GHz CPUs, 192GB memory, 1TB HDD and 10 Gbps network. Each GPU cluster worker node has an extra Nvidia P100 GPU. All nodes run Ubuntu 16.04. We use TensorFlow v1.12.0 as CEREBRO’s underlying deep learning tool. For GPU nodes, we use CUDA version 9.0 and cuDNN version 7.4.2. Both datasets are randomly shuffled and split into 8 equi-sized partitions.

3.6.1 End-to-End Results

We compare CEREBRO with 5 systems: 4 data-parallel–synchronous and asynchronous TensorFlow Parameter Server, Horovod, BSP-style TensorFlow model averaging–and 1 task-parallel (Celery). For Celery, we replicate datasets to each worker beforehand and stream them from disk, since they do not fit in memory. I/O time is trivial for DL models, where computation
(A) Per-epoch makespans and CPU/GPU utilization.

(B) Learning curves of the respectively best configs on ImageNet.

**Figure 3.7**: End-to-end results on ImageNet and Criteo. For Celery, we report the runtime corresponding to the lowest makespan schedule. Celery’s per-epoch runtime varies between 1.72-2.02 hours on ImageNet; on Criteo, 3.95-5.49 hours. Horovod uses GPU kernels for communication; hence high GPU utilization.

dominates; thus, they can be interleaved. We use TensorFlow features to achieve this. For all other systems, each worker node has one in-memory data partition. We do not include data copying in the end-to-end runtimes. For scheduling, Celery uses a FIFO queue and CEREBRO uses the randomized scheduler. All other systems train models sequentially.

Figure 9.6 presents the results. CEREBRO significantly improves the efficiency and throughput of model selection. On ImageNet, CEREBRO is over 10x faster than asynchronous PS, which has a GPU utilization as low as 9%! Synchronous PS was even slower. CEREBRO is 3x faster than Horovod. Horovod has high GPU utilization because it uses GPU for communication.
CEREBRO’s runtime is comparable to model averaging, which is as expected. But note model averaging converges poorly. Celery’s runtime is dependent on the execution order and thus we report the runtime on the optimal schedule. On ImageNet, Celery’s runtime is comparable to CEREBRO. But note that Celery has a highly bloated 8x memory/storage footprint. Overall, Celery and CEREBRO have the best learning curves—this is also as expected because MOP ensures sequential equivalence for SGD, just like task-parallelism. Horovod converges slower due to its larger effective mini-batch size.

On Criteo, CEREBRO is 14x faster than synchronous PS and 8x faster than asynchronous PS. Both variants of PS report severe CPU under-utilization (< 7%). CEREBRO is also 4x faster than Horovod. CEREBRO’s runtime is comparable to model averaging, with about 52% CPU utilization. Celery is somewhat slower than CEREBRO due to a straggler issue caused by the highly heterogeneous model configs for Criteo. CEREBRO’s MOP approach offers higher flexibility to avoid such straggler issues. A more detailed explanation is given in the Appendix A.3. All methods have almost indistinguishable convergence behavior on this dataset: all reached 99% accuracy quickly, since the class label is quite skewed.

Overall, CEREBRO is the most resource-efficient approach when compute, memory/storage, and network are considered holistically. It also has the best accuracy behavior, on par with task-parallelism.

### 3.6.2 Drill-down Experiments

Unless specified otherwise, we now show experiments on the GPU cluster, ImageNet, and a model selection workload of 8 configs (4 learning rates, 2 regularization values, and ResNet architectures) trained for 5 epochs. Each data partition is placed on only one worker.

**Scalability.** We study the speedups (strong scaling) of CEREBRO and Horovod as we vary the cluster sizes. Figure 3.8(A) shows the speedups, defined as the workload completion time on multiple workers vs a single worker. CEREBRO exhibits linear speedups due to MOP’s
marginal communication costs; in fact, it seems slightly super-linear here because the dataset fits entirely in cluster memory compared to the minor overhead of reading from disk on the single worker. In contrast, Horovod exhibits substantially sub-linear speedups due to its much higher communication costs with multiple workers.

**Fault Tolerance.** We repeat our drill-down workload with a replication factor of 3. We first inject two node failures and bring the nodes back online later. Figure 3.8(B) shows the time taken for each epoch and the points where the workers failed and returned online. Overall, we see CEREBRO’s replica-aware randomized scheduler can seamlessly execute the workload despite worker failures.

**Effect of Batch Size.** We now evaluate the effect of training mini-batch size for CEREBRO and Horovod. We evaluate 5 batch sizes and report makespans and the validation error of the best model for each batch size after 10 epochs. Figure 3.9 presents the results. With batch size 32, Horovod is 2x slower than CEREBRO. However, as the batch size increases, the difference narrows since the relative communication overhead per epoch decreases. CEREBRO also runs
faster with larger batch size due to better hardware utilization. The models converge slower as batch size increases. The best validation error is achieved by CEREBRO with a batch size of 32. With the same setting, Horovod’s best validation error is higher than CEREBRO; this is because its effective batch size is 256 ($32 \times 8$). Horovod’s best validation error is closer to CEREBRO’s at a batch size of 256. Overall, CEREBRO’s efficiency is more stable to the batch size, since models hop per sub-epoch, not per mini-batch.

**Network and Storage Efficiency.** We study the tradeoff between redundant remote reads (wastes network) vs redundant data copies across workers (wastes memory/storage). Task parallelism forces users to either duplicate the dataset to all workers or store it in a common repository/distributed filesystem and read remotely. CEREBRO can avoid both forms of resource wastage. We assume the whole dataset cannot fit on single-node memory. We compare CEREBRO and Celery in the following 2 settings:

*Reading from remote storage (e.g., S3).* In this setting, Celery reads data from a remote storage repeatedly each epoch. For CEREBRO each worker remotely reads one data partition and caches it. We change the data scale to evaluate effects on the makespan and the amount of remote reads. Figure 3.10 shows the results. Celery is slightly slower than CEREBRO due to remote read overheads. The most significant advantage of CEREBRO is its network bandwidth cost, which is over 10x lower than Celery’s. After the initial read, CEREBRO only communicates models weights during training. In situations where reads and networks are not free (e.g., cloud providers), Celery will incur higher monetary costs than CEREBRO. These results show it is perhaps better to partition the dataset on S3, cache partitions on workers on the first read, and then run CEREBRO instead of Celery with full dataset reads from S3 per epoch to avoid copying.

*Reading from distributed storage (e.g., HDFS).* In this setting, the dataset is partitioned, replicated, and stored on 8 workers. We then load all local data partitions into each worker’s memory. Celery performs remote reads for non-local partitions. We vary the replication factor to study its effect.
on the makespan and the number of remote reads. Figure 3.10 presents the results. For replication factors 1 (no replication), 2, and 4, CEREBRO incurs 100x less network usage and is slightly faster than Celery. But at a replication factor of 8 (i.e., full replication), CEREBRO is slightly slower due to the overhead of model hops. For the same reason, CEREBRO incurs marginal network usage, while Celery has almost no network usage other than control actions. Note that the higher the replication factor for Celery, the more memory/storage is wasted. CEREBRO offers the best overall resource efficiency—compute, memory/storage, and network put together—for DL model selection.

3.6.3 Experiments with AutoML Procedures

We experiment with two popular AutoML procedures: HyperOpt [70] and ASHA [185]. For HyperOpt, we compare CEREBRO and Spark as the execution backends. Spark is a backend supported natively by HyperOpt; it distributes only the models, i.e., it is task-parallel on fully replicated data. For ASHA, we compare CEREBRO and Celery as the execution backends. We
Table 3.6: Parameter grid used to randomly sample configuration for Section 3.6.3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values sampled from</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>[ResNet18, ResNet34]</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$[10^{-5}, \ldots, 10^{-1}]$</td>
</tr>
<tr>
<td>Weight decay coefficient</td>
<td>$[10^{-5}, \ldots, 10^{-1}]$</td>
</tr>
<tr>
<td>Batch size</td>
<td>$[16, \ldots, 256]$</td>
</tr>
</tbody>
</table>

![Figure 3.12](image)

Figure 3.12: HyperOpt learning curves by time.

use ImageNet, GPU cluster, and PyTorch. Training configs are sampled from the grid shown in Table 3.6. For CEREBRO data is partitioned without replication; for Spark and Celery the dataset is fully replicated.

Both HyperOpt and ASHA keep exploring different configs until a resource limit is reached. For HyperOpt, this limit is the maximum number of configs; for ASHA, it is the maximum wall-clock time. During the exploration HyperOpt uses Bayesian sampling to generate new configs; ASHA uses random sampling. For both methods, the generated configs are dependent on the completion order of configs across task-parallel workers. Thus, it is impossible for CEREBRO to exactly replicate HyperOpt or ASHA ran with task-parallelism. However, we can closely emulate HyperOpt and ASHA on CEREBRO by making the number of simultaneously trained configs ($|S|$) equal to the number of workers ($p$) and without making any changes to CEREBRO.

**HyperOpt.** We run an experiment using HyperOpt with a max config budget of 32. We train each config for 10 epochs. With this configuration, HyperOpt on CEREBRO (resp. Spark) took 31.8 (resp. 25.9) hours. Figure 3.12 shows all learning curves. We found that the slightly
higher (23%) runtime of CEREBRO is mainly due to the lower degree of parallelism ($|S| = 8$). However, this issue can be mitigated by increasing the number of simultaneously trained configs. Although individual configs are not comparable across the two systems, the best errors achieved are close (34.1% on CEREBRO; 33.2% on Celery).

**ASHA.** We use ASHA with a max epoch budget ($R$) of 9, a selection fraction ($\eta$) of 3, and a time limit of 24hr. With these settings, ASHA trains for a maximum of 13 epochs over 3 stages: 1, 3, and 9 epochs. Only the more promising configurations are trained for more epochs. In the given time limit, ASHA on CEREBRO (resp. Celery) explored 83 (resp. 67) configs. Figure 3.13 shows all learning curves. Like HyperOpt, even though the configs are not directly comparable, the best errors achieved are close (31.9% on CEREBRO; 33.2% on Celery). More details about this experiment and experiments with another AutoML procedure (HyperBand) are presented in the Appendix A.4.

### 3.7 Discussion and Limitations

**Open Source Systems.** CEREBRO is open sourced and available for download [53]. MOP’s generality also enabled us to emulate it on existing data-parallel systems. Pivotal/VMware collaborated with us to integrate MOP into Greenplum by extending the MADlib library [139] for running TensorFlow on Greenplum-resident data [198, 275]. Greenplum’s customers are
interested in this for enterprise ML use cases, including language processing, image recognition, and fraud detection. We have also integrated CEREBRO into Apache Spark [106]. CEREBRO-Spark can run MOP on existing resource managers such as YARN and Mesos. Alternatively, one can also deploy CEREBRO as a standalone application by wrapping it as tasks accepted by the resource manager.

**Other ML Model Families.** We focused primarily on DL due to their growing popularity, high sensitivity to model configurations, and resource intensiveness. However, note that MOP and CEREBRO’s ideas are directly usable for model selection of any ML models trainable with SGD. Examples include linear/logistic regression, some support vector machines, low-rank matrix factorization, and conditional random fields. In fact, since linear/logistic regression can be trivially expressed in the deep learning tools’s APIs, CEREBRO will work out of the box for them. CEREBRO’s high memory efficiency makes it easier for users to store the entire large datasets in distributed memory, which can significantly reduce runtimes of such I/O-bound ML models.

### 3.8 Conclusion

DL model selection is a highly resource-intensive step that is unavoidable when training DL models. The high resource costs of DL model selection often hinder DL adoption by practitioners. In this work, we propose MOP, a multi-query optimization-inspired technique for parallel SGD execution. MOP is a simple and highly general form of parallel SGD execution that raises the resource efficiency of DL model selection without sacrificing accuracy or reproducibility. MOP is also simple to implement, which we demonstrate by building CEREBRO, a fault-tolerant DL model selection system that supports multiple popular DL training systems and model selection procedures. Experiments with large benchmark datasets confirm the benefits of CEREBRO.

Chapter 3 contains material from “Cerebro: A Data System for Optimized Deep Learning
Model Selection” by Supun Nakandala, Yuhao Zhang, and Arun Kumar, which appears in Proceedings of VLDB Endowment Volume 13, Issue 12, July 2020. The dissertation author was the primary investigator and author of this paper. The code for our system is open source and is available on GitHub: https://github.com/ADALabUCSD/cerebro-system.
Chapter 4

Applications and Extensions of CEREBRO

4.1 Application: UCSD Public Health Data

4.1.1 Introduction

CEREBRO is being used for time-series analytics for our public health collaborators at UCSD. Our collaborators wanted to identify sitting patterns from hip-worn accelerometers. It has been shown that sitting patterns predict several healthy aging outcomes. These patterns can potentially be measured using hip-worn accelerometers, but current methods have limited ability to detect postural transitions. No off-the-shelf techniques suit our collaborators’ task semantics. So, based on the literature on DL-based time series classification, we tried many DL models with TensorFlow, including deep CNNs, LSTMs, and composite CNN-LSTMs.

The size of the raw training dataset for this task was close to a 1 TB. We also performed repeated model selection on a shared GPU cluster at UCSD. Our collaborators also kept changing the prediction windows (e.g., 5s vs. 15s) and label semantics (e.g., sitting vs. not sitting), requiring us to rerun model selection over and over. It also underscores the importance of resource efficiency and the throughput of this process. We also found that existing distributed DL model selection systems scale poorly; they incur high network communication costs or face
**Figure 4.1**: Devices used to generate the training data. (A) Hip-worn ActiGraph wGT3X+ device generates a tri-axial acceleration sequence. (B) Thigh-worn activPAL micro3 device generates a sitting vs not-sitting label sequence.

data scalability issues. This use case was a key motivation for building CEREBRO and migrating this workload to CEREBRO. Convolutional Neural Network Hip Accelerometer Posture (CHAP) models are the outcome of this work. They are now the state-of-the-art method for identifying sitting patterns from hip-worn accelerometer data for public health applications.

### 4.1.2 Training Data

Training data for CHAP models were obtained from the Adult Changes in Thought (ACT) study, an ongoing longitudinal cohort study that maintains an active enrollment of approximately 2,000 older adults (65 y old) in Washington State [243]. The participants were asked to wear a hip-worn ActiGraph wGT3X+ (see Figure 4.1 (A)), activated using ActiLife software to capture 30 Hz triaxial, and a thigh-worn activPAL micro3 (see Figure 4.1 (B)), activated using a 10s minimum threshold for labeling postural transitions. Participants were asked to wear both devices
24-hours/day for one week. Participants also recorded self-reported sleep logs throughout their device wear. We selected data from 709 participants for our work.

4.1.3 Model Design

The CHAP model classifies sitting versus non-sitting behavioral postures and postural transitions from 10 Hz triaxial ActiGrah data (downsampled from 30 Hz via boxcar aggregation to reduce the size of the dataset). All computations were made on 10-second non-overlapping windows of continuous 10 Hz data, containing 100 triaxial acceleration values. The 10-second window size was chosen to align with activPAL’s 10-second minimum threshold for labeling postural transitions. We used a model architecture family called CNN-BiLSTM architecture [241]. Figure 4.2 presents an illustration of the architecture of this model. It has three main components: 1) a CNN base, 2) a BiLSTM network, and 3) a softmax output layer akin to a logistic regression classifier. The first component automatically extracted features for identifying sitting versus non-sitting for each time point; the second component refined these features by considering...
neighboring time points and the most likely sequence of events; the third component converted the extracted features to a final classification label (sitting or non-sitting).

### 4.1.4 Model Selection

We trained several model configurations on the training data and compared their performance when applied to the holdout validation data. Model configurations varied on four dimensions:

- BiLSTM window size (7 and 9 minutes).
- Number of neurons in a CNN layer (3200 and 6400 neurons).
- Learning rate (0.001 and 0.0001).
- Regularization coefficient (0.001 and 0.0001).

All possible unique combinations of domain values were tested, for a total of 16 unique model configurations tested. These comparisons enabled us to identify the best model configuration, based on several performance metrics. Metrics included overall and balanced classification accuracy, the ability to accurately capture transitions (i.e., changes in posture), sitting and non-sitting bout deviations, and Kolmogorov-Smirnov statistics for comparing CHAP-predicted vs. true (activPAL) labels of sitting and non-sitting bouts. Models with low accuracy or high variance, relative to competing models, on any of these metrics were eliminated.

We found that rigorous model selection is key to finding model configurations that result in good accuracies as the model accuracies varied significantly depending on the configuration (accuracies varied between 60%-93%). Three models performed equally well on all metrics, and these models were used to create a hybrid ensemble model that made classifications based on the majority vote. This ensemble model represented the complete CHAP model.
Table 4.1: Summary of experimental results.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Cut Point Method</th>
<th>TLBC</th>
<th>CHAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minute-level prediction accuracy</td>
<td>74%</td>
<td>83%</td>
<td>93%</td>
</tr>
<tr>
<td>Sit-to-stand transition sensitivity</td>
<td>73%</td>
<td>26%</td>
<td>83%</td>
</tr>
<tr>
<td>Sit-to-stand transition positive predictive value</td>
<td>30%</td>
<td>71%</td>
<td>83%</td>
</tr>
<tr>
<td>Mean sitting bout duration (activPAL 15.4 mins)</td>
<td>9.4 mins</td>
<td>49.4 mins</td>
<td>15.7 mins</td>
</tr>
</tbody>
</table>

4.1.5 Experimental Results

Using data from a test set, we compared the performance of CHAP to the performance of two other classification approaches that are commonly used in the field: 1) the standard ActiGraph cut-point (AG cut-point) method [84], and 2) a previously developed two-level behavior classification (TLBC) machine-learned model [113] designed to differentiate sitting from standing postures. Table 4.1 presents a summary of our experimental results.

For minute level sitting vs. non-sitting classification, CHAP performed better (93% agreement with activPAL) than other methods (74%-83% agreement). CHAP also outperformed other methods in its sensitivity to detecting sit-to-stand transitions: cut-point (73%), TLBC (26%), and CHAP (83%). CHAPs positive predictive value of capturing sit-to-stand transitions was also superior to other methods: cut-point (30%), TLBC (71%), and CHAP (83%). Day-level sitting pattern metrics, such as mean sitting bout duration, derived from CHAP did not differ significantly from activPAL, whereas other methods did: activPAL (15.4 mins mean sitting bout duration), CHAP (15.7 mins), cut-point (9.4 mins), TLBC (49.4 mins).

Overall, CHAP was the most accurate method for classifying sit-to-stand transitions and sitting patterns from free-living hip-worn accelerometer data in older adults. This promotes enhanced analysis of older adult movement data, resulting in more accurate measures of sitting patterns and opening the door for large-scale cohort studies into the effects of sitting patterns on healthy aging outcomes.
4.2 Extension: Intermittent Human-in-the-Loop Model Selection using CEREBRO

4.2.1 Introduction

In this work, we extend CEREBRO to implement a novel model selection paradigm that mitigates the drawbacks of existing ones. When training DL models practitioners have to perform model selection where they search over a potential configuration space of model architectures and training hyperparameters, in order to pick the best model.

Paradigms for Searching the Configuration Space. We found two main paradigms: 1) AutoML and 2) interactive human-in-the-loop. In the AutoML-based paradigm, the user will initiate a model selection workload by specifying a configuration search space and a canned AutoML procedure. AutoML procedures implement a search heuristic such as Bayesian optimization (e.g., HyperOpt [70]), evolutionary search (e.g., PBT [149]), and random search (e.g., ASHA [185]). It then uses the parallelism available in a cluster (or a single machine) to perform automated high-throughput configuration exploration. As model selection progresses, the user will receive the results of the explored configurations. Figure 4.3 (A) presents an illustration of this paradigm. While there are advanced AutoML procedure implementations of the above-mentioned search heuristics, recent surveys [78] have shown that ML practitioners often use simple techniques like grid search (explore all configurations) or random search (randomly sample configurations).

In interactive human-in-the-loop model selection [286, 87], the user retains full control over the search process. They will explicitly specify a configuration (or a few configurations) to be explored and wait until it finishes. Based on the results of the explored configurations and human intuition about the search space, they will specify the next configuration (or set of configurations) to explore. Figure 4.3 (B) presents an illustration of this paradigm.

False Dichotomy of Existing Paradigms. We compare the above two paradigms on two
dimensions: 1) model exploration throughput and 2) the ability to use human intuition. As shown in Figure 4.3 (D), AutoML-based model selection is capable of performing high-throughput model exploration. But the only time it relies on human intuition is during the initial specification of the search space. As a result, it may inefficiently explore the configuration space and incur significant resource costs, which could have been avoided by a simple human intervention! On the other hand, the human-in-the-loop model selection primarily relies on human intuition but operates at very-low throughput levels due to the inherent limitations of human interactivity. Also, it can be tedious and time-consuming. Overall, we see a major gap between AutoML-based and human-in-the-loop model selection paradigms today.

**This Work.** To overcome the above-mentioned drawbacks, we propose a new paradigm for model selection, which we call *intermittent human-in-the-loop model selection*. It is a hybrid of both AutoML-based and interactive human-in-the-loop model selection. However, unlike in the interactive human-in-the-loop paradigm, human exploration is not mandatory in our approach. As an analogy, the former is akin to instant messaging (IM), whereas our paradigm is akin to email threads or Slack channels. Without interactivity, the former becomes not usable. But our approach is more flexible due to asynchronous, spread-out-over-time yet stateful exchanges that can even subsume full interactivity. We implement our paradigm in the CEREBRO system [215], a system for resource-efficient deep learning model selection. We

---

**Figure 4.3:** A) AutoML-based model selection. B) Interactive human-in-the-loop model selection. C) Our paradigm of intermittent human-in-the-loop model selection. D) Qualitative comparison of different paradigms.
also extend the CEREBRO system with a graphical user interface, a REST API, and perform changes to existing components to support our new paradigm. Our paradigm is an ideal fit for deep learning model selection workloads due to their long-running nature. But it is readily applicable to any other ML model family too. A short video of our system can be found on our project web page: https://adalabucsd.github.io/cerebro.html.

### 4.2.2 New Paradigm for Model Selection

Our intermittent human-in-the-loop model selection paradigm for model selection breaks the false dichotomy of AutoML-based and interactive human-in-the-loop model selection. It starts similar to the AutoML-based paradigm where the user specifies the search space and picks a canned AutoML procedure like Grid, Random, or even a more advanced AutoML procedure like HyperOpt. However, instead of passively waiting by just consuming the results of explored configurations, we enable the user to steer the model selection process. They can now create new individual configurations or batch of configurations using a refined search space, stop running configurations, and resume stopped configurations.

Creating new configurations outside the control of the AutoML procedure enables the user to inject human intuition into the overall model selection process. New configurations can also be created by first cloning an existing configuration along with its trained parameters and then by tweaking only some of the hyper-parameters like learning rate or batch size. Users can use this feature to make the model training adaptable based on human intuition. They can also dynamically reprioritize the training of some configurations over the others by using the stop and resume feature. Thus, as shown in Figure 4.3 (D) our paradigm can seamlessly navigate the exploration throughput and human intuition usage tradeoff space based on the available user interaction level.
4.2.3 UIs for Intermittent Specification

System UI provides graphical controls that enable the user to perform intermittent human-in-the-loop model selection. It is implemented using Python Dash visualization library and runs in a web browser which makes it portable. It is integrated with a backend REST API to perform the user-requested actions.

The user will start interacting with our system by either picking a canned ML model from a roster or by uploading a Python script defining a custom ML model using the UI shown in Figure 4.4 (A). We currently support four popular deep learning models in our roster: ResNet50, MobileNet, BERT-base, and DistilBert. New models can be easily added to the roster. Also, the custom script option can support arbitrary Keras models. After picking a model, the user will be then prompted with the UI shown in Figure 4.4 (B) to specify a name, description, AutoML search
procedure, names of features and label columns, the path to the training data, and the maximum number of training epochs for any model. If a custom script is uploaded, the user is required to specify the entry point function name in that script. This entry point function should take a dictionary of configuration values as input and return compiled Keras model as output. The user is also required to specify the search spaces for the available configurations. The list of available configurations is fixed for a canned model. For a custom model, user can manually define the configurations that the model depends on. After specifying these values, the user can launch the model selection workload. While the workload is running, the user can visualize model training metrics, such as loss and accuracy, through an embedded TensorBoard UI as shown in Figure 4.4 (C). They can also add/stop/resume configurations using the controls shown in Figure 4.4 (D) or create a new drill-down workload on a refined search space using the UI shown in Figure 4.4 (E).

4.2.4 Decoupled System Architecture

Implementing our paradigm requires decoupling configuration exploration logic from model training and being able to multiplex the training of multiple configurations on a fixed set of resources. Otherwise, it is simply not possible to run multiple model selection workloads at the same time or even increase the model selection throughput of a single workload without provisioning more resources. While resource provisioning has become easy with cloud computing, cloud users also often need to limit their resource usages due to cost concerns. For others like domain science users, it may be simply not possible to provision more resources such as in fixed-sized campus clusters.

We implement our paradigm in the CEREBRO system. CEREBRO uses a novel parallel execution strategy called model hopper parallelism (MOP) that can significantly increase the model selection throughput without provisioning more resources. It does so by breaking the training of a single model configuration over partitioned data into multiple units called sub-epochs and multiplexing the training of multiple configurations–one epoch at a time–by asynchronously
scheduling sub-epochs on workers. A sub-epoch essentially trains the configuration for one pass over the locally available partition of the data. Originally, the CEREBRO system was designed to execute a single AutoML-based model selection workload at a time. Figure 4.5 presents the high-level architecture of the CEREBRO system.

We leverage the epoch-level scheduling template of CEREBRO to support our new paradigm. We also add a new graphical user interface (UI), a REST API and update CEREBRO’s model selection APIs and scheduler to achieve our requirements. UI sends user requests to the model selection APIs through the REST API. We changed the model selection APIs such that they now write the configurations to an SQLite database instead of directly interacting with the scheduler. User-created configurations are also directly added to this database. The scheduler will then read all the configurations that need to be trained from this database and train them for one epoch. After completing training for one epoch it will update the training metrics of the configuration in the database. And this process will continue. Whenever the user wants to stop (resp. resume) a configuration, it will be marked as such in the database and will be ignored (resp. considered back) by the scheduler for training. Figure 4.5 presents the system architecture of the modified CEREBRO system.
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Chapter 5

HUMMINGBIRD: Query Optimizations for Classical ML Prediction Serving on DL Systems

5.1 Introduction

In this chapter, we dive deeper into our techniques for enabling classical machine learning inference on DL systems. Classical machine learning is the term used to broadly categorize all machine learning model families, which are not based on DL. While deep learning is highly popular for unstructured data analytics, classical machine learning is still the king for structured data analytics [56]—examples include predictive maintenance, customer churn prediction, and supply-chain optimizations [118]. A recent analysis by Amazon Web Services found that 50% to 95% of all ML applications in an organization are based on classical ML [61]. As a point of comparison with DL systems, scikit-learn, a popular library used for classical ML, is used about 5 times more than PyTorch [228] and TensorFlow [54] combined, and growing faster than both. Acknowledging this trend, classical ML capabilities have been recently added to DL systems,
such as the ONNX-ML [14] flavor in ONNX [42] and TensorFlow’s TFX [67].

**Predictive Pipelines.** Unlike in DL, where the output of model training/model selection step is a single model, in classical ML the output is a *predictive pipeline*: a Directed Acyclic Graph (DAG) of operators. Such pipelines are typically comprised of up to tens of operators out of a set of hundreds [233] that fall into two main categories: (1) *featurizers*, which could be either stateless imperative code (e.g., string tokenization) or data transformations fit to the data (e.g., normalization); and (2) *models*, commonly decision tree ensembles or (generalized) linear models, fit to the data. Note that the whole pipeline is required to perform a prediction.

**A Missing Abstraction.** Today’s featurizers and model implementations are not expressed in a shared logical abstraction, but rather in an ad-hoc fashion using programming languages such as R, Python, Java, C++, or C#. This hints to the core problem with today’s approaches to model inference: the combinatorial explosion of supporting many operators (and frameworks) across multiple target environments. Figure 5.1 (top) highlights this visually by showing how existing solutions lead to an $O(N \times M)$ explosion to support $N$ operators from various ML frameworks against $M$ deployment environments (e.g., how to run a scikit-learn model on an embedded device?). Furthermore, [233] shows that the number of libraries used in data science (a metric correlated to $N$) increased by roughly $4 \times$ in the last 2 years. It is expected that $M$ is also destined to grow as ML is applied more widely across a broad range of enterprise applications and hardware (e.g., [30, 7, 147, 154, 46]). From the vantage point of implementing systems for model inference, this is a daunting proposition. We argue that any brute-force approach directly tackling all combinations would dilute engineering focus leading to costly and less optimized solutions. In fact, today, with very few exceptions (e.g., NVIDIA RAPIDS [13] for GPU), classical ML operators are only implemented for CPUs.

This state of affairs is in contrast with the DL space, where neural networks are authored using tensor transformations (e.g., multiplications, convolutions), providing an algebraic abstraction over computations. Using such abstractions rather than imperative code not only enables
evolved optimizations [52, 93] but also facilitates support for diverse environments (such as mobile devices [43], web browsers [48], and hardware accelerators [30, 154, 147]), unlocking new levels of performance and portability.

**Our Solution.** To bypass this $N \times M$ explosion in implementing classical ML operators, we built HUMMINGBIRD (HB for short). HUMMINGBIRD leverages query optimization-inspired techniques to translate a broad set of classical ML operators into a small set of $K$ core operators, thereby reducing the cost to $O(N) + O(K \times M)$, as shown in Figure 5.1 (bottom). This is also the key intuition behind the ONNX model format [42] and its various runtimes [16]. However, with HUMMINGBIRD we take one further bold step: we demonstrate that this set of core operators can be reduced to tensor computations and therefore be executed over DL systems. This allows us to piggyback on existing investments in DL compilers, runtimes, and specialized hardware,
and reduce the challenge of “running $K$ operators across $M$ environments” for classical ML to just $O(N)$ operator translations. This leads to improved performance and portability, and reduced infrastructure complexity.

**Contributions.** In this work we answer three main questions:

1. Can classical ML operators (both linear algebra-based such as linear models, and algorithmic ones such as decision trees) be translated to tensor computations?

2. Can the resulting computations in tensor space be competitive with the imperative alternatives we get as input (e.g., traversing a tree)?

3. Can HUMMINGBIRD reduce software complexity and improve model portability?

Concretely, we: (1) port thousands of benchmark predictive pipelines to two DL systems (PyTorch and TVM); (2) show that we can seamlessly leverage hardware accelerators and deliver speedups of up to $3 \times$ against hand-crafted GPU kernels, and up to $1200 \times$ for predictive pipelines against state-of-the-art frameworks; and (3) qualitatively confirm improvements in software complexity and portability by enabling scikit-learn pipelines to run across CPUs and GPUs.

**Organization.** The remainder of the chapter is organized as follows. Section 5.2 provides some background, and Section 5.3 presents an overview of HUMMINGBIRD. Section 5.4 describes the translation from classical ML to tensor computations, whereas Section 5.5 discusses various optimizations. Section 5.6 presents our evaluation, then we conclude.

### 5.2 Background and Challenges

We first provide background on classical ML predictive pipelines. We then explain the challenges of translating classical ML operators and predictive pipelines into tensor computations.
5.2.1 Classical ML Predictive Pipelines

The result of the data science workflow over classical ML are predictive pipelines, i.e., Directed Acyclic Graphs (DAGs) of operators such as trained models, preprocessors, featurizers, missing-value imputers. The process of presenting a trained predictive pipeline with new data to obtain a prediction is referred to as inference. Packaging a trained pipeline into a single artifact is common practice [57]. These artifacts are then embedded inside host applications, or containerized and deployed in the cloud to perform model scoring [232, 101]. ML.NET (.NET-based), scikit-learn (Python-based), and H$_2$O (Java-based) are popular toolkits to train and generate pipelines. However, it is important to note that they are primarily optimized for training, not for inference. Predictive pipeline inference is challenging, as their operators are implemented in imperative code, and do not follow a shared logical or physical abstraction. Supporting every operator in all target environments requires a huge effort, which is why these frameworks have limited portability.

5.2.2 Challenges

HUMMINGBIRD combines the strength of classical ML pipelines on structured data [188] with the computational and operational simplicity of DL systems for model inference. To do so, it relies on a simple yet key observation: once a model is trained, it can be represented as a prediction function transforming input features into a prediction score (e.g., 0 or 1 for binary classification), regardless of the training algorithm used. The same observation naturally applies to featurizers fit to the data. Therefore, HUMMINGBIRD only needs to translate the prediction functions (not the training logic) for each operator in a pipeline into tensor computations and stitch them appropriately. Towards this goal, we identify two challenges.

1. **Challenge 1:** How can we map classical predictive pipelines into tensor computations?

Pipelines are generally composed of operators (with predictive functions) of two classes: al-
gebraic (e.g., scalers or linear models) and algorithmic (e.g., one-hot encoder and tree-based models). While translating algebraic operators into tensor computations is straightforward, the key challenge for HUMMINGBIRD is the translation of algorithmic operators. Algorithmic operators perform arbitrary data accesses and control flow decisions. For example, in a decision tree ensemble potentially every tree is different from each other, not only with respect to the structure, but also the decision variables and the threshold values. Conversely, tensor operators perform bulk operations over the entire set of input elements.

2. **Challenge 2:** How can we achieve efficient execution for tensor-translated classical ML operators? The ability to translate predictive pipelines into DAGs of tensor operations does not imply adequate performance of the resulting DAGs. In fact, common wisdom would suggest the opposite: even though DL systems naturally support execution on hardware accelerators, tree-based methods and commonly used data transformations are well known to be difficult to accelerate [100], even using custom-developed implementations.

## 5.3 System Overview

In this section we explain our approach to overcome the challenges outlined in Section 5.2.2, and present HUMMINGBIRD’s architecture and implementation details. We conclude this section by explaining assumptions and limitations.

### 5.3.1 High-level Approach

In HUMMINGBIRD, we cast algorithmic operators into tensor computations. You will notice that this transformation introduces redundancies, both in terms of computation (we perform more computations than the original classical ML operators) and storage (we create data structures that store more than what we actually need). Although these redundancies might sound counter-intuitive at first, we are able to transform the arbitrary data accesses and control flow of the original
operators into tensor operations that lead to efficient computations by leveraging state-of-the-art DL systems.

For a given classical ML operator, there exist different strategies for translating it to tensor computations, each introducing a different degree of redundancy. We discuss such strategies for representative operators in Section 5.4. The optimal tensor implementation to be used varies and is informed by model characteristics (e.g., tree-structure for tree-based models, or sparsity for linear models) and runtime statistics (e.g., batch size of the inputs). Heuristics at the operator level, target-independent optimizations at the pipeline level, and target-specific optimizations at the execution level enable HUMMINGBIRD to further improve predictive pipelines performance end-to-end. The dichotomy between target-independent and target-specific optimizations allow us to both (1) apply optimizations unique to classical ML and not captured by the DL systems; and (2) exploit DL system optimizations once the classical ML is lowered into tensor computations. Finally, HUMMINGBIRD is able to run end-to-end pipelines on the hardware platforms supported by the target DL system.

5.3.2 System Architecture and Implementation

The high-level architecture of HUMMINGBIRD is shown in Figure 5.2. HUMMINGBIRD has three main components: (1) Pipeline Parser, (2) Optimizer, and (3) Tensor DAG Translator.
**Pipeline Parser.** In this phase, input pipelines are parsed one operator at a time, and each operator is *wrapped* into a *container* object. Each operator’s container maintains (1) the inputs and outputs of the operator, and (2) the *operator signature* that codifies the operator type (e.g., “scikit-learn decision tree”). **HUMMINGBIRD** parser also introduces a set of *extractor functions* that are used to extract the parameters of each operator (e.g., weights of a linear regression, thresholds of a decision tree). Operator signatures dictate which extractor function should be used for each operator. At startup time, extractor functions are registered into a hash table, mapping operator signatures to the related extractor function. **HUMMINGBIRD** parser is extensible, allowing users to easily add new extractor functions. **HUMMINGBIRD** supports over 40 scikit-learn operators (listed in Table 5.2), as well as parsers for XGBoost [92], LightGBM [159], and ONNX-ML [14]. At the end of the parsing phase, the input pipeline is “logically” represented in **HUMMINGBIRD** as a DAG of containers storing all the information required for the successive phases. **HUMMINGBIRD** parser is based on skl2onnx [47].

**Optimizer.** In this phase, the DAG of containers generated in the parsing phase is traversed in topological order in two passes. During the first traversal pass, the Optimizer extracts the parameters of each operator via the referenced extractor function and stores them in the container. Furthermore, since **HUMMINGBIRD** supports different operator implementations based on the extracted parameters, the Optimizer annotates the container with the translation strategy to be used for that specific operator (5.5.1). During the second pass, **HUMMINGBIRD** tries to apply target-independent optimizations (5.5.2) over the DAG.

**Tensor DAG Translator.** In this last phase, the DAG of containers is again traversed in topological order and a *conversion-to-tensors function* is triggered based on each operator signatures. Each conversion function receives as input the extracted parameters and generates a PyTorch’s *neural network module* composed of a small set of tensor operators (listed in Table 5.1). The generated module is then exported into the target DL systems format. The current version of **HUMMINGBIRD** supports PyTorch/TorchScript, ONNX, and TVM output formats. The target-
Table 5.1: PyTorch tensor operators used by the Tensor DAG Compiler.

```
matmul, add, mul, div, it, le, eq, gt, ge, &, |, <<, >>, bitwise_xor, gather,
index_select, cat, reshape, cast, abs, pow, exp, arxmax, max, sum, relu, tanh,
sigmoid, logsumexp, isnan, where
```

Table 5.2: Scikit-learn operators currently supported in HUMMINGBIRD.

<table>
<thead>
<tr>
<th>Supported ML Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogisticRegression, SVC, NuSVC, LinearSVC, SGDClassifier, LogisticRegressionCV, DecisionTreeClassifier/Regression, RandomForestClassifier/Regression, ExtraTreesClassifier/Regressor, GradientBoostingClassifier/Regression, HistGradientBoostingClassifier/Regressor, IsolationForest, MLPClassifier, BernoulliNB, GaussianNB, MultinomialNB</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Supported Featurizers</th>
</tr>
</thead>
<tbody>
<tr>
<td>SelectKBest, VarianceThreshold, SelectPercentile, PCA, KernelPCA, TruncatedSVD, FastICA, SimpleImputer, Imputer, MissingIndicator, RobustScaler, MaxAbsScaler, MinMaxScaler, StandardScaler, Binarizer, KBinsDiscretizer, Normalizer, PolynomialFeatures, OneHotEncoder, LabelEncoder, FeatureHasher</td>
</tr>
</tbody>
</table>

Specific optimizations are triggered at this level.

5.3.3 Assumptions and Limitations

In this work, we make a few simplifying assumptions. First, we assume that predictive pipelines are “pure”, i.e., they do not contain arbitrary user-defined operators. There has been recent work [236] on compiling imperative UDFs (user-defined functions) into relational algebra, and we plan to make use of such techniques in HUMMINGBIRD in the future. Second, we do not support sparse data well. We found that current support for sparse computations on DL systems is primitive and not well optimized. We expect advances in DL systems to improve on this aspect—TACO [164] is a notable such example. Third, although we support string operators, we currently do not support text feature extraction (e.g., TfidfVectorizer). The problem in this case is twofold: (1) translating regex-based tokenizers into tensor computations is not trivial,
and (2) representing arbitrarily long text documents in tensors is still an open challenge. Finally, HUMMINGBIRD is currently limited by single GPU memory execution. Given that several DL systems nowadays support distributed processing [252, 189], we plan to investigate distributed inference as future work.

5.4 Translation

HUMMINGBIRD supports translating several algorithmic operators into tensor computations. Given their popularity [233], in Section 5.4.1 we explain our approach for tree-based models. Section 5.4.2 gives a summary of other techniques that we use for both algorithmic and arithmetic operators.

5.4.1 Translating Decision Tree-based Models

HUMMINGBIRD has three different strategies for translating tree-based models. Strategies differ based on the degree of redundancy introduced. Table 5.3 explains the notation used in this section. We summarize the worst-case runtime and memory footprints of each strategy in Table 5.4. HUMMINGBIRD currently supports only trees built over numerical values: support for missing and categorical values is under development. For the sake of presentation, we assume all decision nodes perform $<$ comparisons.

**Strategy 1: GEMM.** We cast the evaluation of a tree as a series of three GEneric Matrix Multiplication (GEMM) operations interleaved by two element-wise logical operations. Given a tree, we create five tensors which collectively capture the tree structure: $A, B, C, D,$ and $E$. $A$ captures the relationship between input features and internal nodes. $B$ is set to the threshold value of each internal node. For any leaf node and internal node pair, $C$ captures whether the internal node is a parent of that internal node, and if so, whether it is in the left or right sub-tree. $D$ captures the count of the internal nodes in the path from a leaf node to the tree root, for which
Table 5.3: Notation used in Section 5.4.1

<table>
<thead>
<tr>
<th>Symbol, Description</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>N, I, L, F, C</td>
<td>Ordered lists with all nodes, internal nodes, leaf nodes, features, and classes, respectively.</td>
</tr>
<tr>
<td>X ∈ R^{n×</td>
<td>F</td>
</tr>
<tr>
<td>A ∈ R^{</td>
<td></td>
</tr>
<tr>
<td>B ∈ R^{</td>
<td>I</td>
</tr>
<tr>
<td>C ∈ R^{</td>
<td></td>
</tr>
<tr>
<td>D ∈ R^{</td>
<td>L</td>
</tr>
<tr>
<td>E ∈ R^{</td>
<td>L</td>
</tr>
</tbody>
</table>

Table 5.4: Worst-case memory and runtime analysis of different tree translation strategies, assuming the number of input records and number of trees are fixed. The notation is explained in Table 5.3

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Memory</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEMM</td>
<td>\mathcal{O}(</td>
<td>F</td>
</tr>
<tr>
<td>TT</td>
<td>\mathcal{O}(</td>
<td>N</td>
</tr>
<tr>
<td>PTT</td>
<td>\mathcal{O}(2^{</td>
<td>N</td>
</tr>
</tbody>
</table>

the internal node is the left child of its parent. Finally, E captures the mapping between leaf nodes and the class labels. Given these tensors, Algorithm 3 presents how we perform tree scoring for a batch of input records X. A graphical representation of an execution of the GEMM strategy is depicted in Figure 5.3.

The first GEMM is used to match each input feature with the internal node(s) using it. The following < operations is used to evaluate all the internal decision nodes and produces a tensor of 0s and 1s based on the false/true outcome of the conditions. The second GEMM operation generates an encoding for the path composed by the true internal nodes, while the successive == operation returns the leaf node selected by the encoded path. Finally, the third GEMM operation maps the
Figure 5.3: Compiling an example decision tree using the GEMM strategy.

Algorithm 3 GEMM Strategy (Notation explained in Table 5.3)

1: Input: \(X \in \mathbb{R}^{n \times |F|}\), Input records
2: Output: \(R \in \{0, 1\}^{n \times |C|}\), Predicted class labels
3: // Evaluate all internal nodes
4: \(T \leftarrow \text{GEMM}(X, A)\)  \(//T \in \mathbb{R}^{n \times |I|}\)
5: \(T \leftarrow T < B\) \(//T \in \mathbb{R}^{n \times |I|}\)
6: // Find the leaf node which gets selected
7: \(T \leftarrow \text{GEMM}(T, C)\) \(//T \in \mathbb{R}^{n \times |L|}\)
8: \(T \leftarrow T == D\) \(//T \in \mathbb{R}^{n \times |L|}\)
9: // Map selected leaf node to class label
10: \(R \leftarrow \text{GEMM}(T, E)\) \(//R \in \mathbb{R}^{n \times |C|}\)

selected leaf node to the class label.

This strategy can be easily applied to support tree ensembles and regression tasks too. For tree ensembles, we create the above 2-dimensional tensors for each tree and batch them together. As the number of leaf nodes and internal nodes can vary among trees, we pick the maximum number of leaf nodes and internal nodes for any tree as the tensor dimensions and pad the smaller
tensor slices with zeros. During scoring, we invoke the batched variants of GEMM and logical operations and perform a final ReduceMean operation over the batched dimension to generate the ensemble output. For regression tasks, we initialize $E$ with label values.

**Strategy 2: TreeTraversal (TT).** In the GEMM strategy, we incorporated a high degree of computational redundancy by evaluating all internal nodes and leaf nodes. Here, we try to reduce the computational redundancy by mimicking the typical tree traversal—but implemented using tensor operations. In this strategy, the tree structure is captured by five tensors: $N_L, N_R, N_F, N_T,$ and $N_C$. We formally define these tensors in Table 5.5. The same column index (last dimension) across all tensors corresponds to the same tree node. $N_L$ and $N_R$ capture the indices of the left and right nodes for a given node. If the node is a leaf node, we set these to the index of the given node. Similarly, $N_F$ and $N_T$ capture the feature index and threshold value for each node, respectively. For leaf nodes, we set $N_F$ to 1 and $N_T$ to 0. Finally, $N_C$ captures the class label of each leaf node. For internal nodes this can be any value; we set it to 0.

Given these tensors, Algorithm 4 presents how we perform scoring for a batch of input records $X$. We use Gather and Where operations which can be used to perform index-based slicing and conditional value selection. We first initialize an index tensor $T_I$ corresponding to

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_L \in \mathbb{Z}^{[N]}$</td>
<td>$N_{L_i} = \begin{cases} \text{LeftChild}(N_i), &amp; N_i \in I \ i, &amp; \text{Otherwise} \end{cases}$</td>
</tr>
<tr>
<td>$N_R \in \mathbb{Z}^{[N]}$</td>
<td>$N_{R_i} = \begin{cases} \text{RightChild}(N_i), &amp; N_i \in I \ i, &amp; \text{Otherwise} \end{cases}$</td>
</tr>
<tr>
<td>$N_F \in \mathbb{Z}^{[N]}$</td>
<td>$N_{F_i} = \begin{cases} k, &amp; (N_i \in I) \land (N_i \text{ evaluates } F_k) \ 1, &amp; \text{Otherwise} \end{cases}$</td>
</tr>
<tr>
<td>$N_T \in \mathbb{R}^{[N]}$</td>
<td>$N_{T_i} = \begin{cases} \text{ThresholdValue}(N_i), &amp; N_i \in I \ 0, &amp; \text{Otherwise} \end{cases}$</td>
</tr>
<tr>
<td>$N_C \in \mathbb{Z}^{[N] \times {C}}$</td>
<td>$N_{C_{i,k}} = \begin{cases} 1, &amp; (N_i \in L) \land (N_i \xrightarrow{\text{map to}} C_k) \ 0, &amp; \text{Otherwise} \end{cases}$</td>
</tr>
</tbody>
</table>
Algorithm 4 TreeTraversal Strategy (Notation in Tables 5.5)

1: **Input:** \( X \in \mathbb{R}^{n \times |F|} \), Input records
2: **Output:** \( R \in \{0, 1\}^{n \times |C|} \), Predicted class labels
3: // Initialize all records to point to \( k \), with \( k \) the index of Root node.
4: \( T_I \leftarrow \{k\}^n \) // \( T_I \in \mathbb{Z}^n \)
5: for \( i \leftarrow 1 \) to TREE_DEPTH do
6: // Find the index of the feature evaluated by the current node. Then find its value.
7: \( T_F \leftarrow \text{Gather}(N_F, T_I) \) // \( T_F \in \mathbb{Z}^n \)
8: \( T_V \leftarrow \text{Gather}(X, T_F) \) // \( T_V \in \mathbb{R}^n \)
9: // Find the threshold, left child and right child
10: \( T_T \leftarrow \text{Gather}(N_T, T_I) \) // \( T_T \in \mathbb{R}^n \)
11: \( T_L \leftarrow \text{Gather}(N_L, T_I) \) // \( T_L \in \mathbb{Z}^n \)
12: \( T_R \leftarrow \text{Gather}(N_R, T_I) \) // \( T_R \in \mathbb{Z}^n \)
13: // Perform logical evaluation. If true pick from \( T_L \); else from \( T_R \).
14: \( T_I \leftarrow \text{Where}(T_V < T_T, T_L, T_R) \) // \( T_I \in \mathbb{Z}^n \)
15: // Find label for each leaf node
16: \( R \leftarrow \text{Gather}(N_C, T_I) \) // \( R \in \mathbb{Z}^n \)

all records in \( X \), which points to the root node. Using \( T_I \), we Gather the corresponding feature indices and use them to Gather the corresponding feature values from \( X \). Similarly, we also Gather left node indices, right node indices, and node thresholds. Using these gathered tensors, we then invoke a Where operation which checks for the tree node decisions. Based on the evaluation, for each record the Where operator either returns the left child index or right child index. To perform full tree scoring, the above steps have to be repeated until we reach a leaf node for all records in \( X \). We exploit the fact that (1) TREE_DEPTH is a known property of the input model at translation time, and (2) all leaf nodes are at a depth \( \leq \) TREE_DEPTH, to iterate for that fixed number of iterations to ensure that all records have found their corresponding leaf node. Tensors are created in such a way that if one of the indices reaches a leaf node before running for TREE_DEPTH iterations, the same class label will keep getting selected. At translation time, we unroll all iterations and remove the for loop to improve efficiency. For ensembles, we create tensors for each tree and batch them together. However, between trees the number of nodes and dimensions may differ, so we use the maximum node count for any tree as the dimension and pad the remaining elements.
Table 5.6: Additional notation used in Strategy 3

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I' \in \mathbb{Z}^{2^{D-1}}, L' \in \mathbb{Z}^{2^{D}}$</td>
<td>Internal and leaf nodes of the perfect tree ordered by level.</td>
</tr>
<tr>
<td>$N'_F \in \mathbb{Z}^{</td>
<td>P</td>
</tr>
<tr>
<td>$N'_T \in \mathbb{R}^{</td>
<td>P</td>
</tr>
<tr>
<td>$N'_C \in \mathbb{Z}^{</td>
<td>L'</td>
</tr>
</tbody>
</table>

**Strategy 3: PerfectTreeTraversal (PTT).** Similar to the previous one, this strategy also mimics the tree traversal. However, here we assume the tree is a *perfect binary tree*. In a perfect binary tree, all internal nodes have exactly two children and all leaf nodes are at the same depth level. Assume we are given a non-perfect binary tree with a \texttt{TREE\_DEPTH} of $D$, and $L_k$ is a leaf node which is at a depth of $D_k < D$. To push $L_k$ to a depth $D$, we replace $L_k$ with a perfect sub-tree of depth $D - D_k$ and map all the leaf nodes of the sub-tree to $C_k$: the label of the original leaf node. The decision nodes in the introduced sub-tree are free to perform arbitrary comparisons as the outcome is the same along any path. By pushing all leaf nodes at depth $< D$ to a depth of $D$, we transform the original tree to a perfect tree with the same functionality.

Working on perfect trees enables us to get rid of $N_L$ and $N_R$ tensors as we can now calculate them analytically, which also reduces memory lookup overheads during scoring. Thus we create only three tensors to capture the tree structure: $N'_F, N'_T$, and $N'_C$ (Table 5.6). They capture the same information as $N_F, N_T, N_C$ but have different dimensions and have a strict condition on the node order. Both $N'_F$ and $N'_T$ have $2^{D-1}$ elements and the values correspond to internal nodes generated by level order tree traversal. $N'_C$ has $2^D$ elements with each corresponding to an actual leaf node from left to right order.

Given these tensors, in Algorithm 5 we present how PTT works. From a high-level point of view, it is very similar to the TT strategy with only a few changes. First, the index tensor $T_I$ is initialized to all ones as the root node is always the first node. Second, we get rid of finding the
Algorithm 5 PTT Strategy (Notation in Tables 5.6)

1: **Input:** $X \in \mathbb{R}^{n \times |F|}$, Input records
2: **Output:** $R \in \{0, 1\}^{n \times |C|}$, Predicted class labels
3: // Initialize all records to point to the root node.
4: $T_I \leftarrow \{1\}^n$ // $T_I \in \mathbb{Z}^n$
5: **for** $i \leftarrow 1$ **to** TREE_DEPTH **do**
6: // Find the index of the feature evaluated by the current node. Then find its value.
7: $T_F \leftarrow \text{Gather}(N_F, T_I)$ // $T_F \in \mathbb{Z}^n$
8: $T_V \leftarrow \text{Gather}(X, T_F)$ // $T_V \in \mathbb{R}^n$
9: // Find the threshold
10: $T_T \leftarrow \text{Gather}(N_T, T_I)$ // $T_T \in \mathbb{R}^n$
11: // Perform logical evaluation. If true pick left child; else right child.
12: $T_I \leftarrow 2 \times T_I + \text{Where}(T_V < T_T, 0, 1)$ // $I \in \mathbb{Z}^n$
13: // Find label for each leaf node
14: $R \leftarrow \text{Gather}(N'_C, T_I)$ // $R \in \mathbb{Z}^n$

left index and right index of a node and using them in the \texttt{Where} operation. Instead, the \texttt{Where} operation returns 0 for true case and 1 for the false case. By adding this to $2 \times T_I$ we get the index of the child for the next iteration. For ensembles, we use the maximum TREE_DEPTH of any tree as $D$ for transforming trees to perfect trees. We create tensors separate for each tree and batch them together for $N'_C$. But for $N'_F$ and $N'_T$ instead of batching, we interleave them together in some order such that values corresponding to level $i$ for all trees appear before values corresponding to level $i + 1$ of any tree.

### 5.4.2 Summary of Other Techniques

Next, we discuss the other techniques used across classical ML operators to efficiently translate them into tensor computations.

**Exploiting Automatic Broadcasting.** Broadcasting [36] is the process of making two tensors shape compatible for element-wise operations. Two tensors are said to be shape compatible if each dimension pair is the same, or one of them is 1. At execution time, tensor operations implicitly repeat the size 1 dimensions to match the size of the other tensor, without allocating
memory. In HUMMINGBIRD, we heavily use this feature to execute some computation over multiple inputs. For example, consider performing a one-hot encoding operation over column $X_i \in \mathbb{R}^n$ with a vocabulary $V \in \mathbb{Z}^m$. In order to implement this using tensor computations, we Reshape $X_i$ to $[n, 1]$ and $V$ to $[1, m]$ and calculate $R = \text{Equal}(X_i, V), R \in \{0, 1\}^{n \times m}$. The Reshape operations are for free because they only modify the metadata of the tensor. However, this approach performs redundant comparisons as it checks the feature values from all records against all vocabulary values.

**Minimize Operator Invocations.** Given two approaches to implement a classical ML operator, we found that often picking the one which invokes fewer operators outperforms the other—even if it performs some extra computations. Consider a featurizer that generates feature interactions. Given an input $X \in \mathbb{R}^{n \times d}$, with $d = |F|$, it generates a transformed output $R \in \mathbb{R}^{n \times \frac{d(d+1)}{2}}$ with $R_i = [X_{i,1}^2, ..., X_{i,d}^2, X_{i,1}X_{i,2}, ..., X_{i,d-1}X_{i,d}]$. One way to implement this operator is to compute each new feature separately by first Gathering the corresponding input feature columns, perform an element-wise Multiplication, and concatenate all new features. However, this approach requires performing $d^2 + d + 1$ operations and hence is highly inefficient due to high operator invocation overheads. Alternatively, one could implement the same operator as follows. First, Reshape $X$ into $X' \in \mathbb{R}^{n \times d \times 1}$ and $X'' \in \mathbb{R}^{n \times 1 \times d}$. Then perform a batched GEMM using these inputs, which will create $R' \in \mathbb{R}^{n \times d \times d}$. Finally, Reshape $R'$ to $R'' \in \mathbb{R}^{n \times d^2}$. Notice that each row in $R''$ has all the values of the corresponding row in $R$, but in a different order. It also has some redundant values due to commutativity of multiplication (i.e., $x_i x_j = x_j x_i$). Hence, we perform a final Gather to extract the features in the required order, and generate $R$. Compared to the previous one, this approach increases both the computation and the memory footprint roughly by a factor of two. However, we can implement feature interaction in just two tensor operations.

**Avoid Generating Large Intermediate Results.** Automatic broadcasting in certain cases can become extremely inefficient due to the materialization of large intermediate tensors. Consider the Euclidean distance matrix calculation, which is popular in many classical ML
operators (e.g., SVMs, KNN). Given two tensors $X \in \mathbb{R}^{n \times d}$ and $Y \in \mathbb{R}^{m \times d}$, the objective is to calculate a tensor $D \in \mathbb{R}^{n \times m}$, where $D_{i,j} = ||X_i - Y_j||^2_2$. Implementing this using broadcasting requires first reshaping $X$ to $X' \in \mathbb{R}^{n \times 1 \times d}$, $Y$ to $Y' \in \mathbb{R}^{1 \times m \times d}$, calculate $(X' - Y') \in \mathbb{R}^{n \times m \times d}$, and perform a final $\text{Sum}$ over the last dimension. This approach causes a size blowup by a factor of $d$ in intermediate tensors. Alternatively, a popular trick [59] is to use the quadratic expansion of $D_{i,j} = ||X_i||^2_2 + ||Y_j||^2_2 - 2 \cdot X_i Y_j^T$ and calculate the individual terms separately. This avoids generating large intermediate tensors.

**Fixed Length Restriction on String Features.** Features with strings of arbitrary lengths pose a challenge for HUMMINGBIRD. Strings are commonly used in categorical features, and operators like one-hot encoding and feature hashing natively support strings. To support string features, HUMMINGBIRD imposes a fixed length restriction, with the length being determined by the max size of any string in the vocabulary. Vocabularies are generated during training and can be accessed at translation time by HUMMINGBIRD. Fixed length strings are then encoded into an int8.

### 5.5 Optimizations

In this section we discuss the key optimizations performed by the HUMMINGBIRD’s Optimizer: heuristics for picking operator strategies (Section 5.5.1) and target-independent optimizations (Section 5.5.2). Recall that our approach also leverages target-specific optimizations at the DL Compiler level. We refer to [24, 93] for runtime-specific optimizations.

#### 5.5.1 Heuristics-based Strategy Selection

For a given classical ML operator, there can be more than one translation strategy available. In the previous section we explained three such strategies for tree-based models. In practice, no strategy consistently dominates the others, but each is preferable in different situations based on
the input and model structure. For instance, the GEMM strategy gets significantly inefficient as the size of the decision trees gets bigger because of the large number of redundant computations. This strategy performs \( O(2^D) \) (\( D \) is the depth of the tree) computations whereas the original algorithmic operator needs to perform only \( O(D) \) comparisons. Nevertheless, with small batch sizes or a large number of smaller trees, this strategy can be performance-wise optimal on modern hardware, where GEMM operations can run efficiently. With large batch sizes and taller trees, TT techniques typically outperform the GEMM strategy and PTT is slightly faster than vanilla TT due to the reduced number of memory accesses. But if the trees are too deep, we cannot implement PTT because the \( O(2^D) \) memory footprint of the associated data structures will be prohibitive. In such cases, we resort to TT. The exact crossover point where GEMM strategy outperforms other strategies is determined by the characteristics of the tree model (e.g., number of trees, maximum depth of the trees), runtime statistics (e.g., batch size), and the underlying hardware (e.g., CPUs, GPUs). For instance, from our experiments (see Figure 5.9) we found that the GEMM strategy performs better for shallow trees (\( D \leq 3 \) on CPU, \( \leq 10 \) on GPU) or for scoring with smaller batch sizes. For tall trees, using PTT when \( D \leq 10 \) give a reasonable trade-off between memory footprint and runtime, which leaves vanilla TreeTraversal the only option for very tall trees (\( D > 10 \)). These heuristics are currently hard-coded.

5.5.2 Target-independent Optimizations

We discuss two novel optimizations, which are unique to HUMMINGBIRD. HUMMINGBIRD’s approach of separating the prediction pipeline from training pipeline, and representing them in a logical DAG before translation into tensor computations facilitate the optimization of end-to-end pipelines.

**Feature Selection Push-Down.** Feature selection is a popular operation that is often used as the final featurization step as it reduces over-fitting and improves the accuracy of the classical ML model [105]. However, during inference, it can be pushed down in the pipeline
to avoid redundant computations such as scaling and one-hot encoding for discarded features or even reading the feature at all. This idea is similar to the concept of projection push-down in relation query processing [272] but through user-defined table functions, which in our case are the classical ML operators. For operators such as feature scaling, which performs 1-to-1 feature transformations, selection push-down can be easily implemented. However, for operators such as one-hot encoding and polynomial featurization, which perform 1-to-m or m-to-1 feature transformations, the operator will have to absorb the feature selection and stop generating those features. For example, say one-hot encoding is applied on a categorical feature column which has a vocabulary size of 10, but 4 of those features are discarded by the feature selector. In such cases, we can remove such features from the vocabulary. Note that for some “blocking” operators [182], such as normalizers, it is not possible to push-down the feature selection.

**Feature Selection Injection.** Even if the original pipeline doesn’t have a feature selection operator, it is possible to inject one and then push it down. Linear models with L1 regularization (Lasso) is a typical example where feature selection is implicitly performed. The same idea can be extended to tree-based models to prune the features that are not used as decision variables. In both of these examples, the ML model also has to be updated to take into account the pruned features. For linear models we prune the zero weights; for tree models, we update the indices of the decision variables.

### 5.6 Experimental Evaluation

In our experimental evaluation we report two micro-benchmark experiments showing how HUMMINGBIRD performs compared to current state-of-the-art for inference over (1) tree ensembles (Section 5.6.1); (2) other featurization operators and classical ML models (Section 5.6.1). Then we evaluate the optimizations by showing: (1) the need for heuristics for picking the best tree-model implementation (Section 5.6.2); and (2) the benefits introduced by the target-
independent optimizations (Section 5.6.2). Finally, we conduct an end-to-end evaluation using pipelines (Section 5.6.3). We evaluate both CPUs and hardware accelerators (GPUs).

Hardware and Software Setup. For all the experiments (except when stated otherwise) we use an Azure NC6 v2 machine equipped with 112 GB of RAM, an Intel Xeon CPU E5-2690 v4 @ 2.6GHz (6 virtual cores), and an NVIDIA P100 GPU. The machine runs Ubuntu 18.04 with PyTorch 1.3.1, TVM 0.6, scikit-learn 0.21.3, XGBoost 0.9, LightGBM 2.3.1, ONNX runtime 1.0, RAPIDS 0.9, and CUDA 10. We run TVM with opt_level 3 when not failing; 0 otherwise.

Experimental Setup. We run all the experiments 5 times and report the truncated mean (by averaging the middle values) of the processor time. In the following, we use ONNX-ML to indicate running an ONNX-ML model (i.e., traditional ML part of the standard) on the ONNX runtime. Additionally, we use bold numbers to highlight the best performance for the specific setup (CPU or GPU). Note that both scikit-learn and ONNX-ML do not natively support hardware acceleration.

5.6.1 Micro-benchmarks

Tree Ensembles

Setup. This experiment is run over a set of popular datasets used for benchmarking gradient boosting frameworks [37]. We first do a 80%/20% train/test split over each dataset. Successively, we train a scikit-learn random forest, XGBoost [92], and LightGBM [159] models using the default parameters of the benchmark. Specifically, we set the number of trees to 500 and maximum depth to 8. For XGBoost and LightGBM we use the scikit-learn API. Note that each algorithm generates trees with different structures, and this experiment helps with understanding how HUMMINGBIRD behaves with various tree types and dataset scales. For example, XGBoost generates balanced trees, LightGBM mostly generates skinny tall trees, while random forest is a mix between the two. Finally, we score the trained models over the test dataset using different
Table 5.7: Batch Experiments (10K records at-a-time) for both CPU (6 cores) and GPU. Reported numbers are in seconds.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Dataset</th>
<th>Baselines (CPU)</th>
<th>Hummingbird CPU</th>
<th>Baselines (GPU)</th>
<th>Hummingbird GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Sklearn</td>
<td>ONNX-ML</td>
<td>PyTorch</td>
<td>TorchScript</td>
</tr>
<tr>
<td>Rand. Forest</td>
<td>Fraud</td>
<td>2.5</td>
<td>7.1</td>
<td>8.0</td>
<td>7.8</td>
</tr>
<tr>
<td></td>
<td>Epsilon</td>
<td>9.8</td>
<td>18.7</td>
<td>14.7</td>
<td>13.9</td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td>1.9</td>
<td>6.6</td>
<td>7.8</td>
<td>7.7</td>
</tr>
<tr>
<td></td>
<td>Covtype</td>
<td>5.9</td>
<td>18.1</td>
<td>17.22</td>
<td>16.5</td>
</tr>
<tr>
<td></td>
<td>Higgs</td>
<td>102.4</td>
<td>257.6</td>
<td>314.4</td>
<td>314.5</td>
</tr>
<tr>
<td>Airline</td>
<td>1320.1</td>
<td>timeout</td>
<td>timeout</td>
<td>timeout</td>
<td>1216.7</td>
</tr>
<tr>
<td>LightGBM</td>
<td>Fraud</td>
<td>3.4</td>
<td>5.9</td>
<td>7.9</td>
<td>7.6</td>
</tr>
<tr>
<td></td>
<td>Epsilon</td>
<td>10.5</td>
<td>18.9</td>
<td>14.9</td>
<td>14.5</td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td>5.0</td>
<td>7.4</td>
<td>7.7</td>
<td>7.6</td>
</tr>
<tr>
<td></td>
<td>Covtype</td>
<td>51.06</td>
<td>126.6</td>
<td>79.5</td>
<td>79.5</td>
</tr>
<tr>
<td></td>
<td>Higgs</td>
<td>198.2</td>
<td>271.2</td>
<td>304.0</td>
<td>292.2</td>
</tr>
<tr>
<td>Airline</td>
<td>1696.0</td>
<td>timeout</td>
<td>timeout</td>
<td>timeout</td>
<td>702.4</td>
</tr>
<tr>
<td>XGBoost</td>
<td>Fraud</td>
<td>1.9</td>
<td>5.5</td>
<td>7.7</td>
<td>7.6</td>
</tr>
<tr>
<td></td>
<td>Epsilon</td>
<td>7.6</td>
<td>18.9</td>
<td>14.8</td>
<td>14.8</td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td>3.1</td>
<td>8.6</td>
<td>7.6</td>
<td>7.6</td>
</tr>
<tr>
<td></td>
<td>Covtype</td>
<td>42.3</td>
<td>121.7</td>
<td>79.2</td>
<td>79.0</td>
</tr>
<tr>
<td></td>
<td>Higgs</td>
<td>126.4</td>
<td>309.7</td>
<td>301.0</td>
<td>301.7</td>
</tr>
<tr>
<td>Airline</td>
<td>1316.0</td>
<td>timeout</td>
<td>timeout</td>
<td>timeout</td>
<td>663.3</td>
</tr>
</tbody>
</table>

Batch sizes. We compare the results against Hummingbird with different DL inference system backends and an ONNX-ML version of the model generated using ONNX-MLTools [33]. When evaluating over GPU, we also compared against NVIDIA RAPIDS Forest Inference Library (FIL) [45]. We don’t compare against GPU implementations for XGBoost or LightGBM because we consider FIL as state-of-the-art [34]. For the CPU experiments, we use all six cores in the machine, while for request/response experiments we use one core. We set a timeout of 1 hour for each experiment.

Datasets. We use 6 datasets from NVIDIA’s gbm-bench [37]. The datasets cover a wide spectrum of use-cases: from regression to multiclass classification, from 285K rows to 100M, and from few 10s of columns to 2K.

List of Experiments. We run the following set of experiments: (1) batch inference, both on CPU and GPU; (2) request/response where a single record is used for inference; (3) scaling experiments by varying batch sizes, both over CPU and GPU; (4) evaluation of how
HUMMINGBIRD behaves on different GPU generations; (5) dollar cost per prediction; (6) memory consumption; (7) validation of the produced output with respect to scikit-learn; and finally (8) time spent on translating the models.

**Batch Inference.** Table 5.7 reports the inference time for random forest, XGBoost and LightGBM models run over the 6 datasets. The batch size is set to 10K records. Looking at the CPU numbers from the table, we can see that:

1. Among the baselines, scikit-learn models outperform ONNX-ML implementations by 2 to 3×. This is because ONNX-ML v1.0 is not optimized for batch inference.

2. Looking at the HUMMINGBIRD’s backends, there is not a large difference between PyTorch and TorchScript, and in general these backends perform comparable to ONNX-ML.

3. The TVM backend provides the best performance on 15 experiments out of 18. In the worst case TVM is 20% slower (than scikit-learn); in the best cases it is up to 2× faster compared to the baseline solutions.

Let us look now at the GPU numbers of Table 5.7:

1. Baseline RAPIDS does not support random forest nor multiclass classification tasks. For the remaining experiments, GPU acceleration is able to provide speedups of up to 300× compared to CPU baselines.¹

2. Looking at HUMMINGBIRD backends, TorchScript is about 2 to 3× slower compared to RAPIDS. TVM is instead the faster solution on 14 experiments out of 18, with a 10% to 20% improvement wrt RAPIDS.

¹The original FII blog post [34] claims GPU acceleration to be in the order of 28× for XGBoost, versus close to 300× in our case (Airline). We think that the difference is in the hardware: in fact, they use 5 E5-2698 CPUs for a total of 100 physical cores, while we use a E5-2690 CPU with 6 (virtual) physical cores. Additionally, they use a V100 GPU versus a P100 in our case.
Figure 5.4: Performance with respect to scaling the batch size on CPU (Higgs, LightGBM), 6 cores

![Graph showing performance with respect to scaling the batch size on CPU](image)

Figure 5.5: Performance with respect to scaling the batch size on GPU (Airline, LightGBM)

![Graph showing performance with respect to scaling the batch size on GPU](image)

The results are somehow surprising: HUMMINGBIRD targets the high-level tensor APIs provided by PyTorch and TVM, and still it is able to outperform custom C++ and CUDA implementations.

**Request/response.**

In this scenario, one record is used for inference at a time. For this experiment we run inference over the entire test datasets, but with batch size equal to 1. We used the same datasets and setup of Section 5.6.1, except that (1) we removed the Airline dataset since no system was able to complete within the 1 hour timeout; and (2) we only use one single core. The results are depicted in Table 5.8:

1. Unlike the batch scenario, ONNX-ML is much faster compared to scikit-learn, in some
Table 5.8: Request/response times in seconds (one record at a time).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Dataset</th>
<th>Baselines</th>
<th>Hummingbird</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Sklearn</td>
<td>ONNX-ML</td>
</tr>
<tr>
<td>Rand. Forest</td>
<td>Fraud</td>
<td>1688.22</td>
<td><strong>9.96</strong></td>
</tr>
<tr>
<td></td>
<td>Epsilon</td>
<td>2945.42</td>
<td>32.58</td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td>1152.56</td>
<td>18.99</td>
</tr>
<tr>
<td></td>
<td>Covtype</td>
<td>3388.50</td>
<td>35.49</td>
</tr>
<tr>
<td></td>
<td>Higgs</td>
<td>timeout</td>
<td><strong>335.23</strong></td>
</tr>
<tr>
<td>LightGBM</td>
<td>Fraud</td>
<td>354.27</td>
<td>12.05</td>
</tr>
<tr>
<td></td>
<td>Epsilon</td>
<td>40.7</td>
<td>29.28</td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td>770.11</td>
<td>16.51</td>
</tr>
<tr>
<td></td>
<td>Covtype</td>
<td>135.39</td>
<td>209.16</td>
</tr>
<tr>
<td></td>
<td>Higgs</td>
<td>timeout</td>
<td><strong>374.64</strong></td>
</tr>
<tr>
<td>XGBoost</td>
<td>Fraud</td>
<td>79.99</td>
<td><strong>7.78</strong></td>
</tr>
<tr>
<td></td>
<td>Epsilon</td>
<td>121.21</td>
<td>27.51</td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td>98.67</td>
<td>17.14</td>
</tr>
<tr>
<td></td>
<td>Covtype</td>
<td>135.3</td>
<td>197.09</td>
</tr>
<tr>
<td></td>
<td>Higgs</td>
<td>timeout</td>
<td>585.89</td>
</tr>
</tbody>
</table>

cases even more than 100×. The reason is that ONNX-ML is currently optimized for single record, single core inference, whereas scikit-learn design is more towards batch inference.

2. PyTorch and TorchScript, again, behave very similarly. For random forest they are faster than scikit-learn but up to 5× slower compared to ONNX-ML. For LightGBM and XGBoost they are sometimes on par with scikit-learn, sometime slower.

3. TVM provides the best performance in 11 cases out of 15, with a best case of 3× compared to the baselines.

These results are again surprising, considering that tensor operations should be more optimized for bulk workloads rather than request/response scenarios.
**Scaling the Batch Size.** We study how the performance of baselines and HUMMING-BIRD’s backends change with the batch size. Figures 5.4 and 5.5 depicts the performance variation over CPU and GPU, respectively. We report only a few combinations of dataset / algorithm, but all the other combinations behave similarly. Starting with the CPU experiment, we can see that ONNX-ML has the best runtime for batch size of 1, but then its performance remains flat as we increase the batch size. TorchScript and scikit-learn did not complete within the timeout for batch equal to 1, but, past 100, they both scale linearly as we increase the batch size. TVM is comparable to ONNX-ML for batch of 1; for batches of 100 records it gets about $5 \times$ faster, while it scales like TorchScript for batches greater than 100. This is likely due to the fact that TVM applies a set of optimizations (e.g., operator fusion) that introduce a constant-factor speedup compared to TorchScript.

Looking at the GPU numbers (Figure 5.5), TorchScript and TVM again follow a similar trend, with TVM being around $3 \times$ faster than TorchScript. Both TVM and TorchScript plateau at about a batch size of $10K$. RAPIDS FIL is slower than TorchScript for small batch sizes, but it scales better than HUMMINGBIRD. This is because of its custom CUDA implementation that is able to better use hardware under higher utilization. Interestingly, FIL as well plateaus at around $100K$ records. The custom CUDA implementation introduces a 50% gain over HUMMINGBIRD with TVM runtime over large batches.

**Scaling Hardware.** We tested how RAPIDS FIL and HUMMINGBIRD (TorchScript and TVM) scale as we change the GPU model. For this experiment we tried both with a large batch size ($1M$ records, Figure 5.6 (a)) to maximize hardware utilization, and a smaller batch size ($1K$, Figure 5.7 (b)). We ran this on all datasets across random forest, LightGBM, XGBoost with similar results, and present the Airline dataset (the largest) with LightGBM as a representative sample. We tested on three NVIDIA devices: K80 (the oldest, 2014), P100 (2016), and V100 (2017). From the figures, in general we can see that: (1) RAPIDS FIL does not run on the K80 because it is an old generation; (2) with a batch size of 1K we get slower total inference time.
because we don’t utilize the full hardware; (3) TorchScript and TVM runtimes for HUMMINGBIRD scale similarly on different hardware, although TVM is consistently 4 to 7× faster; (4) FIL scales similarly to HUMMINGBIRD, although it is 50% faster on large batches, 3× slower for smaller batches; (5) TorchScript is not optimal in memory management because for batches of 1M it fails on the K80 with an OOM exception. Finally, we also were able to run HUMMINGBIRD on the new Graphcore IPU [30] over a single decision tree.

Cost. Figure 5.8 shows the cost comparison between the Azure VM instance equipped with GPU, and a comparable one without GPU (E8 v3). The plot shows the cost of executing 100k samples with a batch size of 1K for random forest. The cost is calculated based on the hourly rate of each VM divided by the amortized cost of a single prediction. We executed scikit-learn on the CPU and TorchScript and TVM on the GPU for comparison. We found that the CPU cost was
Table 5.10: Conversion times (in seconds) over one core.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Dataset</th>
<th>ONNX-ML</th>
<th>HUMMINGBIRD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PyTorch</td>
<td>TorchScript</td>
</tr>
<tr>
<td>Rand.Forest</td>
<td>Fraud</td>
<td>1.28</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>Epsilon</td>
<td>7.53</td>
<td>2.63</td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td>7.11</td>
<td>2.77</td>
</tr>
<tr>
<td></td>
<td>Covtype</td>
<td>9.87</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>Higgs</td>
<td>8.25</td>
<td>2.41</td>
</tr>
<tr>
<td></td>
<td>Airline</td>
<td>6.82</td>
<td>2.42</td>
</tr>
<tr>
<td>LightGBM</td>
<td>Fraud</td>
<td>1.34</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Epsilon</td>
<td>11.71</td>
<td>7.55</td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td>9.49</td>
<td>6.11</td>
</tr>
<tr>
<td></td>
<td>Covtype</td>
<td>32.46</td>
<td>22.57</td>
</tr>
<tr>
<td></td>
<td>Higgs</td>
<td>6.73</td>
<td>25.04</td>
</tr>
<tr>
<td></td>
<td>Airline</td>
<td>11.52</td>
<td>6.38</td>
</tr>
<tr>
<td>XGBoost</td>
<td>Fraud</td>
<td>0.55</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Epsilon</td>
<td>6.86</td>
<td>25.89</td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td>5.66</td>
<td>23.4</td>
</tr>
<tr>
<td></td>
<td>Covtype</td>
<td>9.87</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>Higgs</td>
<td>6.73</td>
<td>25.04</td>
</tr>
</tbody>
</table>

significantly higher (between $10 \times -120 \times$) across all experiments. An interesting result was that the oldest GPU was the most cost effective, with the K80 and TVM having the lowest cost for 13 out of the 18 experiments (including LightGBM and XGBoost, not pictured). This result is explained by the fact that the K80 is readily available at significantly lower cost.

**Memory Consumption.** We measured the peak memory consumption over the Fraud dataset and for each algorithm. We used the `memory_usage` function in the `memory_profiler` library [40]. The numbers are reported in Table 5.9, and are the result of the execution over 1 core with a batch size of 1K. As we can see, scikit-learn is always the most memory efficient. ONNX-ML consumes from 10% to 50% more memory, while HUMMINGBIRD with TorchScript runtime consumes from 50% to about $2 \times$ more memory than scikit-learn. Conversely, TVM consumes from $2 \times$ to $3 \times$ more memory with respect to scikit-learn. We think that TVM is more

---

2Note: airline times out for random forest for CPU with 1K batch.
memory hungry because it optimizes compute at the cost of memory requirements. Note that the batch size influences the total memory consumption.

Output Validation. Since we run tree ensemble models as tensor operations, we could introduce rounding errors over floating point operations. Therefore, we need to validate that indeed the outputs produced match. To evaluate this, we used the `numpy.testing.assert_allclose` function, and we set the relative and absolute errors to $10^{-5}$. We validate both the final scores and the probabilities (when available) for all combinations of datasets and algorithms. Out of the 18 experiments listed in Table 5.7, 9 of them returned no mismatches for HUMMINGBIRD, 12 in the ONNX-ML case. Among the mismatches, the worst case for HUMMINGBIRD is random forest with Covtype where we have 0.8% of records differing from the original scikit-learn output. For the Epsilon dataset, HUMMINGBIRD with random forest returns a mismatch on 0.1% of records. All the remaining mismatches effect less than 0.1% of records. Note that the differences are small. The biggest mismatch is of 0.086 (absolute difference) for Higgs using LightGBM. For the same experiment ONNX-ML has an absolute difference of 0.115.

Conversion Time. Table 5.10 shows the time it takes to convert a trained model into a target DL system. The numbers are related to the generation of models running on a single core. This cost occurs only once per model and are not part of the inference cost. As we can see,
converting a model to ONNX-ML can take up to a few tens of seconds; HUMMINGBIRD with PyTorch backend is constantly about $2 \times$ to $3 \times$ faster with respect to ONNX-ML in converting random forests models, while it varies for LightGBM and XGBModels. TorchScript models are generated starting from PyTorch models, and in general this further conversion step does not introduce any major overhead. Finally, conversion to TVM is much slower, and it might take more than 3 minutes. This is due to code generation and optimizations introduced in TVM.

As a final note: parallel (i.e., more than 1 core) and GPU execution introduced further conversion time overheads, especially on TVM. For instance, TVM can take up to 40 minutes to convert a random forest model for execution on GPU.

**Operators**

**Setup.** This micro-benchmark is a replication of the suite comparing scikit-learn and ONNX-ML operators [32]. We test all scikit-learn operators of the suite that are supported by both ONNX-ML and HUMMINGBIRD (minus tree ensembles models). The total number of tested operators is 13, and they are a mix of classical ML models (Logistic Regression, Support Vector Machines, etc.) and featurizers (e.g., Binarizer, Polynomial, etc.). For this micro-benchmark we score 1 million records.

**Datasets.** We use the Iris datasets [39] with 20 features.

**List of Experiments.** We run the following experiments: (1) batch inference over $1M$ records, both on CPU and GPU; (2) request/response over 1 record; (3) memory consumption and conversion time. All the output results are correct.

**Batch Inference.** The batch numbers are reported in Table 5.11. On CPU, scikit-learn is faster than ONNX-ML, up to $6 \times$ for polynomial featurizer, although in most of the cases the two systems are within a factor of 2. HUMMINGBIRD with TorchScript backend is competitive with scikit-learn, whereas with TVM backend HUMMINGBIRD is faster on 8 out of 13 operators, in
Table 5.11: Batch experiments for operators on both CPU (1 core) and GPU. Numbers are in milliseconds. (TS is short for TorchScript)

<table>
<thead>
<tr>
<th>Operator</th>
<th>Baselines (CPU)</th>
<th>HUMMINGBIRD CPU</th>
<th>HUMMINGBIRD GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sklearn ONNX-ML</td>
<td>TS TVM</td>
<td>TS TVM</td>
</tr>
<tr>
<td>Log. Regres.</td>
<td>970 1540</td>
<td>260 47</td>
<td>13 15</td>
</tr>
<tr>
<td>SGDClass.</td>
<td>180 1540</td>
<td>270 49</td>
<td>11 15</td>
</tr>
<tr>
<td>LinearSVC</td>
<td>110 69</td>
<td>260 51</td>
<td>12 18</td>
</tr>
<tr>
<td>NuSVC</td>
<td>3240 4410</td>
<td><strong>2800</strong> 3000</td>
<td>140 72</td>
</tr>
<tr>
<td>SVC</td>
<td>1690 2670</td>
<td><strong>1520</strong> 1560</td>
<td>120 41</td>
</tr>
<tr>
<td>BernoulliNB</td>
<td>280 1670</td>
<td>290 65</td>
<td>12 14</td>
</tr>
<tr>
<td>MLPClassifier</td>
<td>930 1860</td>
<td><strong>910</strong> 1430</td>
<td>17 31</td>
</tr>
<tr>
<td>Dec.TreeClass.</td>
<td>59 1610</td>
<td>560 35</td>
<td>13 16</td>
</tr>
<tr>
<td>Binarizer</td>
<td>98 75</td>
<td><strong>39</strong> 59</td>
<td>38 38</td>
</tr>
<tr>
<td>MinMaxScaler</td>
<td>92 200</td>
<td>78 57</td>
<td>38 38</td>
</tr>
<tr>
<td>Normalizer</td>
<td>94 140</td>
<td><strong>83</strong> 97</td>
<td>39 40</td>
</tr>
<tr>
<td>Poly.Features</td>
<td>4030 29160</td>
<td>6380 <strong>3130</strong></td>
<td>340 error</td>
</tr>
<tr>
<td>StandardScaler</td>
<td>150 200</td>
<td>77 58</td>
<td>38 38</td>
</tr>
</tbody>
</table>

In general, a speedup of about $2 \times$ compared to scikit-learn. If now we focus to the GPU numbers, we see that HUMMINGBIRD with TorchScript backend compares favorably against TVM on 11 operators out of 13. This is in contrast with the tree ensemble micro-benchmark where the TVM backend was faster than the TorchScript one. We suspect that this is because TVM optimizations are less effective on these “simpler” operators. For the same reason, GPU acceleration does not provide the speedup we saw for the tree ensemble models. In general, we see around $2 \times$ performance improvement over the CPU runtime: only polynomial featurizer runs faster, with almost a $10 \times$ improvement. TVM returns a runtime error when generating the polynomial featurizer model on GPU.

**Request/response.** Table 5.12 contains the times to score 1 record. The results are similar to the request/response scenario for the tree ensemble micro-benchmark. Namely, ONNX-ML outperform both scikit-learn and HUMMINGBIRD in 9 out of 13 cases. Note, however, that all frameworks are within a factor of 2. The only outlier is polynomial featurizer which is about $10 \times$ faster on HUMMINGBIRD with TVM backend.
Table 5.12: Request/Response experiments for operators on CPU (single core). Reported numbers are in milliseconds.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Baselines</th>
<th>HUMMINGBIRD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sklearn</td>
<td>ONNX-ML</td>
</tr>
<tr>
<td>LogisticRegression</td>
<td>0.087</td>
<td>0.076</td>
</tr>
<tr>
<td>SGDClassifier</td>
<td><strong>0.098</strong></td>
<td>0.1</td>
</tr>
<tr>
<td>LinearSVC</td>
<td>0.077</td>
<td><strong>0.05</strong></td>
</tr>
<tr>
<td>NuSVC</td>
<td>0.086</td>
<td><strong>0.072</strong></td>
</tr>
<tr>
<td>SVC</td>
<td>0.086</td>
<td><strong>0.074</strong></td>
</tr>
<tr>
<td>BernoulliNB</td>
<td>0.26</td>
<td><strong>0.1</strong></td>
</tr>
<tr>
<td>MLPClassifier</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>DecisionTreeClassifier</td>
<td>0.087</td>
<td><strong>0.074</strong></td>
</tr>
<tr>
<td>Binarizer</td>
<td>0.064</td>
<td><strong>0.053</strong></td>
</tr>
<tr>
<td>MinMaxScaler</td>
<td>0.066</td>
<td>0.060</td>
</tr>
<tr>
<td>Normalizer</td>
<td>0.11</td>
<td><strong>0.063</strong></td>
</tr>
<tr>
<td>PolynomialFeatures</td>
<td>1.2</td>
<td>1</td>
</tr>
<tr>
<td>StandardScaler</td>
<td>0.069</td>
<td><strong>0.048</strong></td>
</tr>
</tbody>
</table>

**Memory Consumption and Conversion Time.** We measured the peak memory consumed and conversion time for each operator on each DL system. We used batch inference over 1K records. For memory consumption, the results are in line with what we already saw in Section 5.6.1. Regarding the conversion time, for ONNX-ML and HUMMINGBIRD with TorchScript, the conversion time is in the order of few milliseconds. The TVM backend is slightly slower but still in the order of few tens of milliseconds (exception for NuSVC and SVC which take up to 3.2 seconds). In comparison with the tree ensembles numbers (Table 5.10), we confirm that these operators are simpler, even from a translation perspective.

### 5.6.2 Optimizations

**Tree Models Translation**

Next we test the different tree-based models implementation to make the case for the heuristics.

**Datasets.** For this experiment we employ a synthetic dataset randomly generated with
5000 rows and 200 features.

**Experiments Setup.** We study the behavior of the tree implementations as we change the training algorithm, the batch size, and the tree depth. For each experiment we set the number of trees to 100. We use the TVM backend. Each experiment is run on 1 CPU core.

**Results.** Figure 5.9 shows the comparison between the different tree implementations, and the two scikit-learn and ONNX-ML baselines. In the top part of the figure we run all experiments using a batch size of 1; on the bottom part we instead use a batch size of 1K. In the column on the left-hand side, we generate trees with a max depth of 3; 7 for the middle column, and 12 for...
column on the right-hand side. In general, two things are apparent: (1) HUMMINGBIRD is as fast as or better than the baselines; and (2) no tree implementation is always better than the others. The GEMM implementation outperforms the other two for small batch sizes, whereas TT and PTT are better over larger batch sizes. Between TT and PTT, the latter is usually the best performant...
(although not by a large margin). PTT however creates balanced trees, and fails for very deep trees.

**Target-independent Optimizations.**

Next we test the optimizations described in Section 5.5.2.

**Dataset.** We use the Nomao dataset [41] with 119 features.

**Feature Selection Push Down.** In this experiment we measure the benefits of the feature selection push down. In Figure 5.10 we compare HUMMINGBIRD with and without feature selection push-down, and the baseline implementation of the pipelines in scikit-learn. We use a pipeline which trains a logistic regression model with L2 loss. The featurization part contains one-hot encoding for categorical features, missing value imputation for numerical values, followed by feature scaling, and a final feature selection operator (scikit-learn’s SelectKBest). We vary the percentile of features that are picked by the feature selection operator. In general, we can see that HUMMINGBIRD without optimization is about $2 \times$ faster than scikit-learn in evaluating the pipelines. For small percentiles, the feature selection push-down optimization delivers a further $3 \times$. As we increase the percentile of features that are selected, the runtime of HUMMINGBIRD both with and without optimizations increase, although with the optimization HUMMINGBIRD is still $2 \times$ faster than without.

**Feature Selection Injection.** In this experiment we evaluate whether we can improve the performance of pipelines with sparse models by injecting (and then pushing down) feature selection operators. The pipeline is the same as in the previous case but without the feature selection operator. Instead we train the logistic regression model with L1 regularization. In Figure 5.11 we vary the L1 regularization coefficient and study how much performance we can gain. Also in this case, with very sparse models we can see up to $3 \times$ improvement with respect to HUMMINGBIRD without optimization. Performance gains dissipate as we decrease the sparsity.
of the model.

5.6.3 End-to-end Pipelines

**Setup.** In this experiment we test HUMMINGBIRD over end-to-end pipelines. We downloaded the 72 tasks composing the OpenML-CC18 suite [44]. Among all the tasks, we discarded all the “not pure scikit-learn” ML pipelines (e.g., containing also arbitrary Python code). We successively discarded all the pipelines returning a failure during training. 88% of the remaining pipelines are exclusively composed by operators supported by HUMMINGBIRD, for a total of 2328 ML pipelines. Among these, 11 failed during inference due to runtime errors in HUMMINGBIRD; we report the summary of executing 2317 pipelines. These pipelines contain an average of 3.3 operators, which is in line with what was observed in [233].

**Datasets.** For this experiment we have 72 datasets in total [44]. The datasets are a curated mix specifically designed for classical ML benchmarking. We did the typical 80%/20% split between training and inference. The smaller dataset has just 100 records, the bigger 19264, while the median value is 462. The minimum number of columns for a dataset is 4, the maximum 3072, with a median of 30.

**Results.** Figure 5.12 and Figure 5.13 summarize the speedup / slowdown introduced by HUMMINGBIRD when scoring all 2317 pipelines. As we can see, HUMMINGBIRD is able to accelerate about 60% of the pipelines on CPU (5.12). In general, the slowest pipeline gets about 60× slower with respect to scikit-learn, the fastest instead gets a 1200× speed up. The slowdowns are due to a couple of factors: (a) the datasets used for these experiments are quite small; (b) some pipelines contain largely sparse operations (i.e., SVM on sparse inputs); (c) several pipelines are small and do not require much computation (e.g., a simple inputer followed by a small decision tree). These three factors are highlighted also by the fact that even if we move computation to the GPU (5.13), still 27% of the pipelines have some slowdown. Note however
that (1) both sparse and small pipelines can be detected at translation time, and therefore we can return a warning or an error; (2) DL inference systems are continuously adding new sparse tensor operations (e.g., [49]); and (3) an option could be to add a specific DL system backend for sparse tensor operations (e.g., we have a prototype integration with TACO [164]). In general, DL inference systems are relatively young, and HUMMINGBIRD will exploit any future improvement with no additional costs.

With GPU acceleration (Figure 5.13), 73% of the pipelines show some speedup. The slowest pipeline gets about 130× slower with respect to scikit-learn, the fastest instead gets a speedup of 3 orders of magnitude. Some of the pipelines get worse from CPU to GPU execution. This is due to (1) sparsity; (2) small compute; and (3) data movements between CPU and GPU memory. Indeed we run all pipelines on GPU, even the ones for which in practice would not make much sense (e.g., a decision tree with 3 nodes). We leave as future work an extension to our heuristics for picking the right hardware backend.

5.7 Conclusion

Classical ML is widely used for structured data analytics in enterprises. Yet, establishing systems support for classical ML has not garnered the same attention as it has for DL, especially for inference workloads. Current bespoke system implementations for classical ML inference introduce significant infrastructure complexity and miss significant opportunities for optimization. In this work, we use query optimization-inspired techniques to translate classical ML pipelines to tensor computations. This approach enables us to leverage the DL inference systems for classical ML inference and also support heterogeneous hardware backends (e.g., CPUs, GPUs) for inference. The results are compelling: even though we target high-level tensor operations, we outperform custom C++ and CUDA implementations. To our knowledge, HUMMINGBIRD is the first system able to run classical ML inference on heterogeneous hardware.
Chapter 5 contains material from “A Tensor Compiler for Unified Machine Learning Prediction Serving” by Supun Nakandala, Karla Saur, Gyeong-In Yu, Konstantinos Karanasos, Carlo Curino, Markus Weimer, and Matteo Interlandi, which appears in Proceedings of 14th USENIX Symposium on Operating Systems Design and Implementation (OSDI 2020). The dissertation author was the primary investigator and author of this paper. The code for our system is open source and is available on GitHub: https://github.com/microsoft/Hummingbird.
Chapter 6

KRYPTON: Query Optimizations for Deep CNN Prediction Explanations

6.1 Introduction

In this chapter, we dive deeper into our techniques for optimizing occlusion-based deep CNN prediction explanations [290], or OBE for short. OBE is a popular technique for explaining CNN predictions and it works as follows: place a small square patch (usually gray) on the image to occlude those pixels. Rerun CNN inference, illustrated in Figure 6.1(a), on the occluded image. The probability of the predicted class will change, as Figure 6.1(b) shows. Repeat this process by moving the patch across the image to obtain a sensitivity heatmap of probability changes, as Figure 6.1(c) shows. This heatmap highlights regions of the image that were highly “responsible” for the prediction (red/orange color regions). Such localization of the regions of interest allows users to gain intuition on what “mattered” for the prediction. For instance, the heatmap can highlight the diseased areas of a tissue image, which a radiologist can then inspect more deeply for further tests. Overall, OBE is popular because it is easy for non-technical users to understand.

Alas, OBE is highly expensive computationally. Deep CNN inference is already expensive;
In this work, we use a query optimizations-inspired lens to formalize, optimize, and accelerate OBE. We start with a simple but crucial observation: the occluded images are not disjoint but share most of their pixels; so, most of CNN re-inference computations are redundant. This observation leads us to connect OBE with two classical data management concerns: incremental view maintenance (IVM) and multi-query optimization (MQO). Instead of treating a CNN as a “blackbox,” we open it up and formalize CNN layers as “queries.” Just like how a relational query converts relations to other relations, a CNN layer converts tensors (multidimensional arrays) to other tensors. So, we reimagine OBE as a set of tensor transformation queries with incrementally updated inputs. With this fresh database-inspired view, we introduce several novel CNN-specific
query optimization techniques to accelerate OBE.

Our first optimization is incremental inference. We first materialize all tensors produced by the CNN. For every re-inference request, instead of rerunning inference from scratch, we treat it as an IVM query, with the “views” being the tensors. We rewrite such queries to reuse the materialized views as much as possible and recompute only what is needed, thus avoiding computational redundancy. Such rewrites are non-trivial because they are tied to the complex geometric dataflows of CNN layers. We formalize such dataflows to create a novel algebraic rewrite framework. We also create a “static analysis” routine to tell us up front how much computations can be saved. Going further, we batch all re-inference requests in OBE to reuse the same materialized views. This is a form of MQO, which we call batched incremental inference. We also create a GPU-optimized kernel for such execution. To the best of our knowledge, this is the first instance of IVM being combined with MQO in query optimization, at least for CNN inference.

We then introduce two novel approximate inference optimizations that allow users to tolerate some degradation in visual quality of the heatmaps produced to reduce runtimes further. These optimizations build upon our incremental inference optimization to trade off heatmap quality in a user-tunable manner. Our first approximate optimization, projective field thresholding, draws upon an idea from neuroscience and exploits the internal semantics of how CNNs work. Our second approximate optimization, adaptive drill-down, exploits the semantics of the OBE task and the way users typically consume the heatmaps produced. We also present intuitive automated parameter tuning methods to help users adopt these optimizations.

We prototype our ideas in the popular deep learning system PyTorch to create a tool we call KRYPTON. It works on both CPU and GPU and currently supports a few popular deep CNNs (VGG16, ResNet18, and InceptionV3). We perform a comprehensive empirical evaluation of KRYPTON with three real-world image datasets from recent radiology and computer vision papers. KRYPTON yields up to 35X speedups over the current dominant practice of running
re-inference with just batching for producing high-quality approximate heatmaps and up to 5X speedups for producing exact heatmaps. We then analyze the utility of each of our optimizations. Overall, this work makes the following contributions:

- To the best of our knowledge, this is the first work to formalize and optimize the execution of occlusion-based explanations (OBE) of CNN predictions from a data management standpoint.

- We cast OBE as an IVM problem to create a novel and comprehensive algebraic framework for incremental CNN inference. We also combine our IVM technique with an MQO-style technique to further reduce computational redundancy in CNN inference.

- We present two novel approximate inference optimizations for OBE that exploit the semantics of CNNs and properties of human perception.

- We prototype our ideas in a tool, KRYPTON, and perform an extensive empirical evaluation with real data and deep CNNs. KRYPTON speeds up OBE by even over an order of magnitude in some cases.

**Outline.** Section 6.2 explains our problem setup, assumptions, and CNN dataflow model. Section 6.3 (resp. Section 6.4) presents our incremental (resp. approximate) inference optimizations. Section 6.5 presents the experimental evaluation and we conclude in Section 6.6.

### 6.2 Setup and Preliminaries

We now state our problem formally and explain our assumptions. We then formalize the dataflow of the layers of a CNN, since these are required for understanding our techniques in Sections 6.3 and 6.4. Table 6.1 lists our notation.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>Given deep CNN; input is an image tensor; output is a probability distribution over class labels</td>
</tr>
<tr>
<td>$L$</td>
<td>Class label predicted by $f$ for the original image $I_{img}$</td>
</tr>
<tr>
<td>$T_l$</td>
<td>Tensor transformation function of layer $l$ of the given CNN $f$</td>
</tr>
<tr>
<td>$P$</td>
<td>Occlusion patch in RGB format</td>
</tr>
<tr>
<td>$S_P$</td>
<td>Occlusion patch striding amount</td>
</tr>
<tr>
<td>$G$</td>
<td>Set of occlusion patch superimposition positions on $I_{img}$ in (x,y) format</td>
</tr>
<tr>
<td>$M$</td>
<td>Heat map produced by the OBE workload</td>
</tr>
<tr>
<td>$H_M, W_M$</td>
<td>Height and width of $M$</td>
</tr>
<tr>
<td>$\circ_{(x,y)}$</td>
<td>Superimposition operator. $A \circ_{(x,y)} B$, superimposes $B$ on top of $A$ starting at $(x,y)$ position</td>
</tr>
<tr>
<td>$I_l$ ($I_{img}$)</td>
<td>Input tensor of layer $l$ (Input Image)</td>
</tr>
<tr>
<td>$O_l$</td>
<td>Output tensor of layer $l$</td>
</tr>
<tr>
<td>$C_{l,l}, H_{l,l}, W_{l,l}$</td>
<td>Depth, height, and width of input of layer $l$</td>
</tr>
<tr>
<td>$C_{O,l}, H_{O,l}, W_{O,l}$</td>
<td>Depth, height, and width of output of layer $l$</td>
</tr>
<tr>
<td>$K_{conv,l}$</td>
<td>Convolution filter kernels of layer $l$</td>
</tr>
<tr>
<td>$B_{conv,l}$</td>
<td>Convolution bias value vector of layer $l$</td>
</tr>
<tr>
<td>$S_{pool,l}$</td>
<td>Pooling filter kernel of layer $l$</td>
</tr>
<tr>
<td>$H_{K_{conv,l}}, W_{K_{conv,l}}$</td>
<td>Height and width of filter kernel of layer $l$</td>
</tr>
<tr>
<td>$S_l; S_{x,l}; S_{y,l}$</td>
<td>Filter kernel striding amounts of layer $l$; $S_l \equiv (S_{x,l}, S_{y,l})$, strides along width and height dimensions</td>
</tr>
<tr>
<td>$P_l; P_{x,l}; P_{y,l}$</td>
<td>Padding amounts of layer $l$; $P_l \equiv (P_{x,l}, P_{y,l})$, padding along width and height dimensions</td>
</tr>
</tbody>
</table>

### 6.2.1 Problem Statement and Assumptions

We are given a CNN $f$ that has a sequence (or DAG) of layers $l$, each of which has a tensor transformation function $T_{l,l}$. We are also given the image $I_{img}$ for which the occlusion-based explanation (OBE) is desired, the class label $L$ predicted by $f$ on $I_{img}$, an occlusion patch $P$ in RGB format, and occlusion patch stride $S_P$. We are also given a set of patch positions $G$.
constructed either automatically or manually with a visual interface interactively. The OBE workload is as follows: produce a 2-D heat map $M$, wherein each value corresponds to a position in $G$ and has the prediction probability of $L$ by $f$ on the occluded image $I'_{x,y:img}$ (i.e., superimpose occlusion patch on image) or zero otherwise. More precisely, we can describe the OBE workload with the following logical statements:

\[
W_M = \left\lfloor \frac{\text{width}(I_{img}) - \text{width}(P) + 1}{S_P} \right\rfloor \quad (6.1)
\]

\[
H_M = \left\lfloor \frac{\text{height}(I_{img}) - \text{height}(P) + 1}{S_P} \right\rfloor \quad (6.2)
\]

\[
M \in \mathbb{IR}^{H_M \times W_M} \quad (6.3)
\]

\[
\forall (x,y) \in G:
M[x,y] = f(I'_{x,y:img})[L] \quad (6.6)
\]

Steps (6.1) and (6.2) calculate the dimensions of the heat map $M$. Step (6.5) superimposes $P$ on $I_{img}$ with its top left corner placed on the $(x,y)$ location of $I_{img}$. Step (6.6) calculates the output value at the $(x,y)$ location by performing CNN inference for $I'_{x,y:img}$ using $f$ and picks the prediction probability of $L$. Steps (6.5) and (6.6) are performed independently for every occlusion patch position in $G$. In the non-interactive mode, $G$ is initialized to $G = [0, H_M) \times [0, W_M)$. Intuitively, this represents the set of all possible occlusion patch positions on $I_{img}$, which yields a full heat map. In the interactive mode, the user may manually place the occlusion patch only at a few locations at a time, yielding partial heat maps.

We assume the CNN is used for classification (or regression), since only such applications typically use OBE. One could create CNNs that predict an image “segmentation” instead, but labeling image segments for training such CNNs is tedious and expensive. Thus, most recent applications of CNNs in healthcare, sociology, and other domains rely on classification CNNs...
and use OBE [160, 148, 204, 63, 278]. Other approaches to explain CNN predictions have been studied, but since they are orthogonal to our focus, we summarize them in Section 10.3. We assume $f$ is from a roster of well-known deep CNNs; we currently support VGG16, ResNet18, and InceptionV3. We think this is a reasonable start, since most recent OBE applications use only such well-known CNNs from model zoos [6, 11]. But we note that our techniques are generic enough to apply to any CNN; we leave support for arbitrary CNNs to future work.

### 6.2.2 Deep Convolutional Neural Networks (CNNs)

CNNs are a type of neural networks specialized for images [180, 124]. CNNs typically surpass older hand-crafted image features such as SIFT and HOG in accuracy [195, 103]. CNNs are organized as layers of various types, each of which transforms a tensor (multidimensional array, typically 3-D) into another tensor: **Convolution** uses image filters from graphics to extract features, but with parametric filter weights (learned during training); **Pooling** subsamples features in a spatial-aware manner; **Batch-Normalization** normalizes the output tensor; **Non-Linearity** applies an element-wise non-linear function (e.g., ReLU); **Fully-Connected** is an ordered collection of perceptrons [124]. The output tensor of a layer can have a different width, height, and/or depth than the input. An image can be viewed as a tensor, e.g., a $224 \times 224$ RGB image is a...
3-D tensor with width and height 224 and depth 3. A Fully-Connected layer converts a 1-D tensor (or a “flattened” 3-D tensor) to another 1-D tensor. For simplicity of exposition, we group CNN layers into 3 main categories based on the spatial locality of how they transform a tensor: (1) Transformations with a global context, e.g., Fully-Connected; (2) Transformations at the granularity of individual elements, e.g., ReLU or Batch Normalization; and (3) Transformations at the granularity of a local spatial context, e.g. Convolution or Pooling.

**Global context granularity.** Such layers convert the input tensor holistically into an output tensor without any spatial context, typically with a full matrix-vector multiplication. Fully-Connected is the only layer of this type. Since every element of the output will likely be affected by the entire input, such layers do not offer a major opportunity for faster incremental computations. Thankfully, Fully-Connected layers typically arise only as the last layer(s) in deep CNNs (and never in some recent deep CNNs), and they typically account for a negligible fraction of the total computational cost. Thus, we do not focus on such layers for our optimizations.

**Individual element granularity.** Such layers apply a “map()” function on the elements of the input tensor, as Figure 6.2(b) illustrates. Thus, the output has the same dimensions as the input. Non-Linearity (e.g., with ReLU) falls under this category. The computational cost is proportional to the “volume” of the input tensor (product of the dimensions). If the input is incrementally updated, only the corresponding region of the output will be affected. Thus, incremental inference for such layers is straightforward. The computational cost of the incremental computation is proportional to the volume of the updated region.

**Local spatial context granularity.** Such layers perform weighted aggregations of slices of the input tensor, called local spatial contexts, by multiplying them with a filter kernel (a tensor of weights). Thus, input and output tensors can differ in width, height, and depth. If the input is incrementally updated, the region of the output that will be affected is not straightforward to ascertain—this requires non-trivial and careful calculations due to the overlapping nature of how
filters get applied to local spatial contexts. Both Convolution and Pooling fall under this category. Since such layers typically account for the bulk of the computational cost of deep CNN inference, enabling incremental inference for such layers in the OBE context is a key focus of this Work. The rest of this section explains the machinery of the dataflow in such layers using our notation. Section 6.3 then uses this machinery to explain our optimizations.

**Dataflow of Convolution Layers.** A layer $l$ has $C_{O:l}$ 3-D filter kernels arranged as a 4-D array $K_{\text{conv}:l}$, with each having a smaller spatial width $W_{K:l}$ and height $H_{K:l}$ than the width $W_{I:l}$ and height $H_{I:l}$ of the input tensor $I_{l}$ but the same depth $C_{I:l}$. During inference, the $c^{th}$ filter kernel is “strided” along the width and height dimensions of the input to produce a 2-D “activation map” $A_{c} = (a_{y,x}^{c}) \in \mathbb{R}^{H_{O:l} \times W_{O:l}}$ by computing element-wise products between the kernel and the local spatial context and adding a bias value as per Equation (6.7). The computational cost of each of these small matrix products is proportional to the volume of the filter kernel. All the 2-D activation maps are then stacked along the depth dimension to produce the output tensor $O_{l} \in \mathbb{R}^{C_{O:l} \times H_{O:l} \times W_{O:l}}$. Figure 6.2 (a) presents a simplified illustration of this layer.

$$a_{y,x}^{c} = \sum_{k=0}^{C_{I:l}-1} \sum_{j=0}^{H_{K:l}-1} \sum_{i=0}^{W_{K:l}-1} K_{\text{conv}:l}[c,k,j,i] \\ \times I_{l}[k, y - \lfloor \frac{H_{K:l}}{2} \rfloor + j, x - \lfloor \frac{W_{K:l}}{2} \rfloor + i] + B_{\text{conv}:l}[c]$$

(6.7)

**Dataflow of Pooling Layers.** Such layers behave essentially like Convolution layers but with a fixed (not learned) 2-D filter kernel $K_{\text{pool}:l}$. These kernels aggregate a local spatial context to compute its maximum or average element. But unlike Convolution, Pooling operates independently on the depth slices of the input tensor. It takes as input a 3-D tensor $O_{l}$ of depth $C_{I:l}$, width $W_{I:l}$, and height $H_{I:l}$. It produces as output a 3-D tensor $O_{l}$ with the same depth $C_{O:l} = C_{I:l}$ but a different width of $W_{O:l}$ and height $H_{O:l}$. The filter kernel is typically strided over more
than one pixel at a time. Thus, $W_{O:l}$ and $H_{O:l}$ are usually smaller than $W_{I:l}$ and $H_{I:l}$, respectively. Figure 6.2(c) presents a simplified illustration of this layer. Overall, both Convolution and Pooling layers have a similar dataflow along the width and height dimensions, while differing on the depth dimension. Since OBE only concerns the width and height dimensions of the image and subsequent tensors, we can treat both these types of layers in a unified manner for our optimizations.

**Relationship between Input and Output Dimensions.** For Convolution and Pooling layers, $W_{O:l}$ and $H_{O:l}$ are determined by $W_{I:l}$ and $H_{I:l}$, $W_{K:l}$ and $H_{K:l}$, and two other parameters that are specific to that layer: *stride* $S_{l}$ and *padding* $P_{l}$. Stride is the number of pixels by which the filter kernel is moved at a time; it can differ along the width and height dimensions: $S_{x:l}$ and $S_{y:l}$, respectively. In practice, most CNNs have $S_{x:l} = S_{y:l}$. Typically, $S_{x:l} \leq W_{K:l}$ and $S_{y:l} \leq H_{K:l}$.

In Figure 6.2, the Convolution layer has $S_{x:l} = S_{y:l} = 1$, while the Pooling layer has $S_{x:l} = S_{y:l} = 2$. For some layers, to help control the dimensions of the output to be the same as the input, one “pads” the input with zeros along the width and height dimensions. *Padding* $P_{l}$ captures how much such padding extends these dimensions; once again, padding values can differ along the width and height dimensions: $P_{x:l}$ and $P_{y:l}$. In Figure 6.2 (a), the Convolution layer has $P_{x:l} = P_{y:l} = 1$. Given these parameters, width (similarly height) of the output tensor is given by the following formula:

$$W_{O:l} = (W_{I:l} - W_{K:l} + 1 + 2 \times P_{x:l}) / S_{x:l} \quad (6.8)$$

**Computational Cost of Inference.** Deep CNN inference is computationally expensive. Convolution layers typically account for a bulk of the cost (90% or more) [85]. Thus, we can roughly estimate the computational cost of inference by counting the number of *fused multiply-add* (FMA) floating point operations (FLOPs) needed for the Convolution layers. For example,
applying a Convolution filter with dimensions \((C_{I,l},H_{K;l},W_{K;l})\) to compute one element of the output tensor requires \(C_{I,l} \cdot H_{K;l} \cdot W_{K;l}\) FLOPs, with each FLOP corresponding to one FMA. Thus, the total computational cost \(Q_{l}\) of a layer that produces output \(O_{l}\) of dimensions \((C_{O;l},H_{O;l},W_{O;l})\) and the total computational cost \(Q\) of the entire set of Convolution layers of a given CNN \(f\) can be calculated as per Equations (6.9) and (6.10).

\[
Q_{l} = (C_{I,l} \cdot H_{K;l} \cdot W_{K;l})(C_{O;l} \cdot H_{O;l} \cdot W_{O;l})
\]

\[
Q = \sum_{l \text{ in } f} Q_{l}
\]

### 6.3 Incremental Inference Optimizations

We start with a theoretical characterization of the speedups incremental inference can yield. We then dive into our novel algebraic framework to enable incremental CNN inference and combine it with our multi-query optimization for OBE.

#### 6.3.1 Expected Speedups

In relational IVM, when a part of the input relation is updated, we recompute only the part of output that gets changed. We bring this notion to CNNs; a CNN layer is our “query” and the materialized feature tensor is our “relation.” OBE updates only a part of the image; so, only some parts of the tensors need to be recomputed. We create an algebraic framework to determine which parts these are for a CNN layer (Section 6.3.2) and how to propagate updates across layers (Section 6.3.3). Given a CNN \(f\) and the occlusion patch, our framework determines using “static analysis” over \(f\) how many FLOPs can be saved, yielding us an upper bound on speedups.

More precisely, let the output tensor dimensions of layer \(l\) be \((C_{O;l},H_{O;l},W_{O;l})\). An incremental update recomputes a smaller local spatial context with width \(W_{P;l} \leq W_{O;l}\) and height...
Thus, the computational cost of incremental inference for layer $l$, denoted by $Q_{inc:l}$, is equal to the volume of the individual filter kernel times the total volume of the updated output, as given by Equation (6.11). The total computational cost for incremental inference, denoted $Q_{inc}$, is given by Equation (6.12).

\[
Q_{inc:l} = (C_{I:l} \cdot H_{K:l} \cdot W_{K:l})(C_{O:l} \cdot H_{P:l} \cdot W_{P:l})
\]

\[
Q_{inc} = \sum_{l \in f} Q_{inc:l}
\]

The above costs can be much smaller than $Q_{l}$ and $Q$ in Equations (6.9) and (6.10) earlier. We define the theoretical speedup as the ratio $\frac{Q}{Q_{inc}}$. It tells us how beneficial incremental inference can be in the best case without performing the inference itself. It depends on several factors: the occlusion patch size, its location, the parameters of layers (kernel dimensions, stride, etc.), and so on. Calculating it is non-trivial and requires careful analysis, which we perform. The location of patch affects this ratio because a patch placed in the corner leads to fewer updates overall than one placed in the center of the image. Thus, the “worst-case” theoretical speedup is determined by placing the patch at the center.

We perform a sanity check experiment to ascertain the theoretical speedups for a few popular deep CNNs. For varying occlusion patch sizes (with a stride of 1), we plot the theoretical speedups in Figure 6.3. VGG-16 has the highest theoretical speedups, while DenseNet-121 has the lowest. Most CNNs fall in the 2X–3X range. The differences arise due to the specifics of the CNNs’ architectures: VGG-16 has small Convolution filter kernels and strides, which means full inference incurs a high computational cost ($Q = 15$ GFLOPs). Thus, VGG-16 benefits the most from incremental inference. Note the image size is assumed to be $224 \times 224$ for this plot; if the image is larger, the theoretical speedups will be higher.

While speedups of 2X-3X may sound “not that significant” in practice, we find that
they indeed are significant for at least two reasons. First, users often wait in the loop for OBE workloads for performing interactive diagnoses and analyses. Thus, even such speedups can improve their productivity, e.g., reducing the time taken on a CPU from about 6min to just 2min, or on a GPU from 1min to just 20s. Second, and equally importantly, incremental inference is the foundation for our approximate inference optimizations (Section 6.4), which amplify the speedups we achieve for OBE. For instance, the speedup for Inception3 goes up from only 2X for incremental inference to up to 8X with all of our optimizations enabled. Thus, incremental inference is critical to optimizing OBE.

### 6.3.2 Single Layer Incremental Inference

We now present our algebraic framework for incremental updates to the materialized output tensor of a CNN layer. As per the discussion in Section 6.2.2, we focus only on the non-trivial layers that operate at the granularity of a local spatial context (Convolution and Pooling). We call our modified version of such layers “incremental inference operations.”

**Determining Patch Update Locations.** We first explain how to calculate the coordinates and dimensions of the output update patch of layer $l$ given the input update patch and layer-specific parameters. Figure 6.4 presents a simplified illustration of these calculations. Our coordinate system’s origin is at the top left corner. The input update patch is shown in red/dark
Figure 6.4: Simplified illustration of input and output update patches for Convolution/Pooling layers.

color and starts at \((x^I_{P,l}, y^I_{P,l})\), with height \(H^I_{P,l}\) and width \(W^I_{P,l}\). The output update patch starts at \((x^O_{P,l}, y^O_{P,l})\) and has a height \(H^O_{P,l}\) and width \(W^O_{P,l}\). Due to overlaps among filter kernel positions during inference, computing the output update patch requires us to read a slightly larger spatial context than the input update patch—we call this the “read-in context,” and it is illustrated by the blue/shaded region in Figure 6.4. The read-in context starts at \((x^R_{P,l}, y^R_{P,l})\), with its dimensions denoted by \(W^R_{P,l}\) and \(H^R_{P,l}\). Table 6.2 summarizes all this additional notation for this section.

The relationship between these quantities along the width dimension (similarly along the height dimension) can be expressed as follows:

\[
\begin{align*}
x^O_{P,l} &= \max\left(\left[\left(P_{x,l} + x^I_{P,l} - W^O_{K;l} + 1\right)/S_{x;l}\right],0\right) & (6.13) \\
W^O_{P,l} &= \min\left(\left[\left(W^I_{P,l} + W^O_{K;l} - 1\right)/S_{x;l}\right],W_{O;l}\right) & (6.14) \\
x^R_{P,l} &= x^O_{P,l} \times S_{x;l} - P_{x;l} & (6.15) \\
W^R_{P,l} &= W^O_{K;l} + (W^O_{P,l} - 1) \times S_{x;l} & (6.16)
\end{align*}
\]
Table 6.2: Additional notation for Sections 6.3 and 6.4.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_{IP}^l, y_{IP}^l )</td>
<td>Start coordinates of input update patch for layer ( l )</td>
</tr>
<tr>
<td>( x_{RP}^l, y_{RP}^l )</td>
<td>Start coordinates of read-in context for layer ( l )</td>
</tr>
<tr>
<td>( x_{OP}^l, y_{OP}^l )</td>
<td>Start coordinates of output update patch for layer ( l )</td>
</tr>
<tr>
<td>( H_{IP}^l, W_{IP}^l )</td>
<td>Height and width of input update patch for layer ( l )</td>
</tr>
<tr>
<td>( H_{RP}^l, W_{RP}^l )</td>
<td>Height and width of read-in context for layer ( l )</td>
</tr>
<tr>
<td>( H_{OP}^l, W_{OP}^l )</td>
<td>Height and width of output update patch for layer ( l )</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Projective field threshold</td>
</tr>
<tr>
<td>( r_{drill-down} )</td>
<td>Drill-down fraction for adaptive drill-down</td>
</tr>
</tbody>
</table>

Equation (6.13) calculates the coordinates of the output update patch. As shown in Figure 6.4, padding effectively shifts the coordinate system and thus, \( P_{x,l} \) is added to correct it. Due to overlaps among the filter kernels, the affected region of the input update patch (blue/shaded region in Figure 6.4) will be increased by \( W_{K,l} - 1 \), which needs to be subtracted from the input coordinate \( x_{IP}^l \). A filter of size \( W_{K,l} \) that is placed starting at \( x_{IP}^l - W_{K,l} + 1 \) will see an update starting from \( x_{IP}^l \). Equation (6.14) calculates the width of the output update patch which is essentially the number of filter kernel stride positions on the read-in input context. However, this value cannot be larger than the output size. Given these, a start coordinate and width of the read-in context are given by Equations (6.15) and (6.16); similar equations hold for the height dimension (skipped for brevity).

**Incremental Inference Operation.** For layer \( l \), given the transformation function \( T_{l} \), the pre-materialized input tensor \( I_{l} \), input update patch \( P_{IP}^O \), and the above calculated coordinates and dimensions of the input, output, and read-in context, the output update patch \( P_{OP}^O \) is computed as follows:

\[ U = U \circ_{(x_{R,I}^l - x_{R,P}^l), (y_{R,I}^l - y_{R,P}^l)} P_l^I \] (6.18)

\[ P_{O,l} = T_l(U) \] (6.19)

Equation (6.17) slices the read-in context \( U \) from the pre-materialized input tensor \( I_l \). Equation (6.18) superimposes the input update patch \( P_l^I \) on it. This is an in-place update of the array holding the read-in context. Finally, Equation (6.19) computes the output update patch \( P_{O,l} \) by invoking \( T_l \) on \( U \). Thus, we avoid performing inference on all of \( I_l \), thus achieving incremental inference and reducing FLOPs.

### 6.3.3 Propagating Updates across Layers

**Sequential CNNs.** Unlike relational IVM, CNNs have many layers, often in a sequence. This is analogous to a sequence of queries, each requiring IVM on its predecessor’s output. This leads to a new issue: correctly and automatically configuring the update patches across all layers of a CNN. Specifically, output update patch \( P_{O,l}^l \) of layer \( l \) becomes the input update patch of layer \( l + 1 \). While this seems simple, it requires care at the boundary of a local context transformation and a global context transformation, e.g., between a Convolution (or Pooling) layer and a Fully-Connected layer. In particular, we need to materialize the full updated output, not just the output update patches, since global context transformations lose spatial locality for subsequent layers.

**Extension to DAG CNNs.** Some recent deep CNNs have a more general directed acyclic graph (DAG) structure for layers. They have two new kinds of layers that “merge” two branches in the DAG: \textit{element-wise addition} and \textit{depth-wise concatenation}. Element-wise addition requires
two input tensors with all dimensions being identical. Depth-wise concatenation takes two input
tensors with the same height and width dimensions. We now face a new challenge—how to
calculate the output update patch when the two input tensors differ on their input update patches
locations and sizes? Figure 6.5 shows a simplified illustration of this issue. The first input has
its update patch starting at coordinates \((x_{IP1:l}, y_{IP1:l})\) with dimensions \(H_{IP1:l}\) and \(W_{IP1:l}\), while the
second input has its update patch starting at coordinates \((x_{IP2:l}, y_{IP2:l})\) with dimensions \(H_{IP2:l}\) and \(W_{IP2:l}\). This issue can arise with both element-wise addition and depth-wise concatenation.

We propose a simple unified solution: compute the bounding box of the input update
patches. So, the coordinates and dimensions of both read-in contexts and the output update patch
will be identical. Figure 6.5 illustrates this. While this will potentially recompute parts of the
output that do not get modified, we think this trade-off is acceptable because the gains are likely
to be marginal for the additional complexity introduced into our framework. Overall, the output
update patch coordinate and width dimension are given by the following (similarly for the height
dimension):

\[
\begin{align*}
x_{OP:l} &= \min(x_{IP1:l}, x_{IP2:l}) \\
W_{OP:l} &= \max(x_{IP1:l} + W_{IP1:l}, x_{IP2:l} + W_{IP2:l}) - \min(x_{IP1:l}, x_{IP2:l})
\end{align*}
\]
6.3.4 Multi-Query Incremental Inference

OBE issues \(|G| \) re-inference requests in one go. Viewing each request as a “query” makes the connection with multi-query optimization (MQO) [250] clear. The \(|G| \) queries are also not disjoint, since the occlusion patch is typically small, which means most pixels are the same for each query. Thus, we now extend our IVM framework for re-inference with an MQO-style optimization fusing multiple re-inference requests. An analogy with relational queries would be having many incremental update queries on the same relation in one go, with each query receiving a different incremental update.

**Batched Incremental Inference.** Our optimization works as follows: materialize all CNN tensors once and reuse them for incremental inference across all \(|G| \) queries. Since the occluded images share most of their pixels, parts of the tensors will likely be identical too. Thus, we can amortize the materialization cost. One might ask: why not just perform “batched” inference for the \(|G| \) queries? Batched execution is standard practice on high-throughput compute hardware like GPUs, since it amortizes CNN set up costs, data movement costs, etc. Batch sizes are tuned to optimize hardware utilization. We note that batching is an orthogonal (albeit trivial) optimization compared to our MQO. Thus, we combine both of these ideas to execute incremental inference in a batched manner. We call this approach “batched incremental inference.” Empirically, we find that batching alone yields limited speedups (under 2X), but our batched incremental inference amplifies the speedups. Algorithm 6 formally presents the batched incremental inference operation for layer \(l \).

**Algorithm 6**

**BatchedIncrementalInference** first calculates the geometric properties of the output update patches and read-in contexts. A temporary tensor \(\mathcal{U} \) is initialized to hold the input update patches with their read-in contexts. The for loop iteratively populates \(\mathcal{U} \) with corresponding patches. Finally, \(T_{;i} \) is applied to \(\mathcal{U} \) to compute the output patches. We note that for the first layer, all input update patches will be identical to the occlusion patch. But for the later
Algorithm 6 BATCHED_INCREMENTAL_INFERENCE

Inputs:
- $T_d$: Original Transformation function
- $I_d$: Pre-materialized input from original image
- $P_{1:d}^{I_1},...,P_{n:d}^{I_n}$: Input patches
- $[(x_{P_1:d}^{I_1},y_{P_1:d}^{I_1}),..., (x_{P_n:d}^{I_1},y_{P_n:d}^{I_1})]$: Input patch coordinates
- $W_{P_d:1}^{I_1},H_{P_d:1}^{I_1}$: Input patch dimensions

1. Calculate $[(x_{P_1:d}^{O_1},y_{P_1:d}^{O_1}),..., (x_{P_n:d}^{O_n},y_{P_n:d}^{O_n})]$
2. Calculate $(W_{P_1:d}^{O},H_{P_1:d}^{O})$
3. Calculate $[(x_{P_1:d}^{R_1},y_{P_1:d}^{R_1}),..., (x_{P_n:d}^{R_n},y_{P_n:d}^{R_n}):l]$]
4. Calculate $(W_{P_1:d}^{R},H_{P_1:d}^{R})$
5. Initialize $U ∈ \mathbb{R}^{n \times \text{depth}(I_d) × H_{P_d:1}^{R} × W_{P_d:1}^{R}}$
6. for $i$ in $[1,\ldots,n]$ do
7. $T_1 ← I_d[:,x_{P_i:d}^{R},y_{P_i:d}^{R} + W_{P_i:d}^{R},y_{P_i:d}^{R} + H_{P_i:d}^{R}]
8. $T_2 ← T_1 ∘ (x_{P_i:d}^{R} - x_{P_i:d}^{R}), (y_{P_i:d}^{R} - y_{P_i:d}^{R}) \ P_{i:d}^{R}
9. $U[i,;] ← T_2$
10. $[P_1^{O},...,P_n^{O}] ← T(U)$
11. return $[P_{1:d}^{O_1},...,P_{n:d}^{O_n}], [(x_{P_1:d}^{O_1},y_{P_1:d}^{O_1}),..., (x_{P_n:d}^{O_n},y_{P_n:d}^{O_n})], (W_{P_1:d}^{O},H_{P_1:d}^{O})$

GPU Optimized Implementation. Empirically, we found a dichotomy between CPUs and GPUs: BATCHED_INCREMENTAL_INFERENCE yielded expected speedups on CPUs, but it performed dramatically poorly on GPUs. In fact, a naive implementation of BATCHED_INCREMENTAL_INFERENCE on GPUs was slower than full re-inference! We now shed light on why this is the case and how we tackled this issue. The for loop in line 6 of Algorithm 6 is essentially preparing the input for $T_d$ by copying values (slices of the materialized tensor) from one part of GPU memory to another sequentially. A detailed profiling of the GPU showed that these sequential memory copies are a bottleneck for GPU throughput, since they throttle it from exploiting its massive parallelism effectively. To overcome this issue, we created a custom CUDA kernel to perform input preparation more efficiently by copying memory regions in parallel for all items in the batched inference request. This is akin to a parallel for loop tailored for slicing the tensor. We
then invoke $T_j$, which is already hardware-optimized by modern deep learning tools [95]. We defer more details on our custom CUDA kernel to the Appendix B.2. Also, since GPU memory might not be enough to fit all $|G|$ queries, the batch size for GPU execution might be smaller than $|G|$.

### 6.3.5 Putting it All Together

We summarize the end-to-end workflow of our incremental inference optimizations for OBE. We are given the CNN $f$, image $I_{img}$, predicted class label $L$, occlusion patch $P$ and its stride $S_P$, and the set of occlusion patch positions $G$. Pre-materialize the output tensors of all layers of $f$ with $I_{img}$ as the input. Prepare occluded images ($I_{(x,y):img}'$) for all positions in $G$. For batches of $I_{(x,y):img}'$ as the input, invoke the transformations functions of the layers of $f$ in topological order and calculate the corresponding entries of heat map $M$. For transformations with local spatial context, invoke BATCHED_INCREMENTAL_INFERENCE. For layer that precede a global context transformation, materialize the full updated output. For all other layers, invoke the original transformation function. $M$ is now the output heat map.

### 6.4 Approximate Inference Optimizations

Since incremental inference is *exact*, i.e., it yields the same heat map as full inference, it does not exploit a capability of human perception: tolerance of some degradation in visual quality. Thus, we now build upon our IVM framework to create two novel heuristic approximate inference optimizations that trade off the heat map’s quality in a user-tunable manner to accelerate OBE further. We note that our optimizations operate at the logical level and are complementary to more physical-level optimizations such as low-precision computation [206] and model pruning [138]. We first present the techniques and then explain how to tune them.
6.4.1 Projective Field Thresholding

The projective field of a CNN neuron is the slice of the output tensor that is connected to it [3]. It is a term from neuroscience to describe the effects of a retinal cell on the output of the eye’s neuronal circuitry [107]. This notion sheds light on the growth of the size of the update patches through the layers of a CNN. The 3 kinds of layers (Section 6.2.2) affect the projective field size growth differently. Transformations at the granularity of individual elements do not alter the projective field size. Global context transformations increase it to the whole output. But local spatial context transformations, which are the most crucial, increase it gradually at a rate determined by the filter kernel’s size and stride: additively in the size and multiplicatively in the stride. The growth of the projective field size implies the amount of FLOPs saved by IVM decreases as we go to the higher layers of a CNN. Eventually, the output update patch becomes as large as the output tensor. This growth is illustrated by Figure 6.6(a).

Our above observation motivates the main idea of this optimization, which we call projective field thresholding: truncate the projective field from growing beyond a given threshold fraction $\tau$ ($0 < \tau \leq 1$) of the output size. This means inference in subsequent layers is approximate. Figure 6.6(b) illustrates the idea for a filter size 3 and stride 1. One input element is updated (shown in red/dark); the change propagates to 3 elements in the next layer and then 5, but it then
gets truncated because we set $\tau = 5/7$. This approximation can alter the accuracy of the output values and the heat map’s visual quality. Empirically, we find that modest truncation is tolerable and does not affect the heat map’s visual quality too significantly.

To provide intuition on why the above happens, consider histograms on the side of Figures 6.6(a,b) that list the number of unique “paths” from the updated element to each element in the last layer. It resembles a Gaussian distribution, with the maximum paths concentrated on the middle element. Thus, for most of the output patch updates, truncation will only discard a few values at the “fringes” that contribute to an output element. Of course, we do not consider the weights on these “paths,” which is dependent on the given trained CNN. Since the weights can be arbitrary, a tight formal analysis is unwieldy. But under some assumptions on the weights values (similar to the assumptions in [197] for understanding the “receptive field” in CNNs), in Appendix B.4 we show that this distribution does indeed converge to a Gaussian. Thus, while this idea is a heuristic, it is grounded in a common behavior of real CNNs. Overall, since most of the contributions to the output elements are concentrated around the center, such truncation is often affordable. Note that this optimization is only feasible in conjunction with our incremental
inference framework (Section 6.3) to reuse the remaining parts of the tensors and save FLOPs. We extend the formulas for the output-input coordinate calculations to account for $\tau$. For the width dimension, the new formulas are as follows (similarly for the height dimension):

\begin{equation}
W_{\text{O}:l} = \min\left\{ \left\lfloor \frac{(W_{\text{I}:l} + W_{\text{K}:l} - 1)}{S_{\text{x}:l}} \right\rfloor, W_{\text{O}:l} \right\}
\tag{6.21}
\end{equation}

If $W_{\text{O}:l} > \text{round}(\tau \times W_{\text{I}:l})$:

\begin{equation}
W_{\text{O}:l} = \text{round}(\tau \times W_{\text{I}:l})
\tag{6.22}
\end{equation}

\begin{equation}
W_{\text{I}:'new':l} = W_{\text{O}:l} \times S_{\text{x}:l} - W_{\text{K}:l} + 1
\tag{6.23}
\end{equation}

\begin{equation}
x_{\text{I}:'new':l} += \frac{(W_{\text{I}:'l} - W_{\text{I}:'new':l})}{2}
\tag{6.24}
\end{equation}

\begin{equation}
W_{\text{I}:'l} = W_{\text{I}:'new':l}
\tag{6.25}
\end{equation}

\begin{equation}
x_{\text{O}:l} = \max\left\{ \left\lfloor \frac{(P_{\text{x}:l} + x_{\text{I}:'l} - W_{\text{K}:l} + 1)}{S_{\text{x}:l}} \right\rfloor, 0 \right\}
\tag{6.26}
\end{equation}

Equation (6.21) calculates the width assuming no thresholding. But if the output width exceeds the threshold, it is reduced as per Equation (6.22). Equation (6.23) calculates the input width that would produce an output of width $W_{\text{O}:l}$; we can think of this as making $W_{\text{I}:'l}$ the subject of Equation (6.21). If the new input width is smaller than the original input width, the starting $x$ coordinate should be updated as per Equation (6.24) s.t. the new coordinates correspond to a “center crop” compared to the original. Equation (6.25) sets the input width to the newly calculated input width. Equation (6.26) sets the $x$ coordinate of the output update patch.

**Theoretical Speedups.** We modify our “static analysis” framework to determine the theoretical speedup of incremental inference (Section 6.3) to also include this optimization using the above formulas. Consider a square occlusion patch placed on the center of the input image. Figure 6.7 (a) plots the new theoretical speedups for varying patch sizes for 3 popular CNNs for different $\tau$ values. As expected, as $\tau$ goes down from 1, the theoretical speedup goes up for
all CNNs. Since lowering $\tau$ approximates the heat map values, we also plot the mean square error (MSE) of the elements of the exact and approximate output tensors produced by the final Convolution or Pooling layers on a sample ($n=30$) of real-world images. Figure 6.7 (b) shows the results. As expected, as $\tau$ drops, MSE increases. But interestingly, the trends differ across the CNNs due to their different architectural properties. MSE is especially low for VGG-16, since its projective field growth is rather slow relative to the other CNNs. We acknowledge that using MSE as a visual quality metric and tuning $\tau$ are both unintuitive for humans. We mitigate these issues in Section 6.4.3 by using a more intuitive quality metric and by presenting an automated tuning method for $\tau$.

6.4.2 Adaptive Drill-Down

This heuristic optimization is based on our observation about a peculiar semantics of OBE that lets us modify how $G$ (the set of occlusion patch locations) is specified and handled, especially in the non-interactive specification mode. We explain our intuition with an example. Consider a radiologist explaining a CNN prediction for diabetic retinopathy on a tissue image. The region of interest typically occupies only a tiny fraction of the image. Thus, it is an overkill to perform regular OBE for every patch location: most of the (incremental) inference computations are effectively “wasted” on uninteresting regions. In such cases, we modify the OBE workflow to produce an approximate heat map using a two-stage process, illustrated by Figure 6.8(a).

In stage one, we produce a lower resolution heat map by using a larger stride— we call it \textit{stage one stride} $S_1$. Using this heat map, we identify the regions of the input that see the largest drops in predicted probability of the label $L$. Given a predefined parameter \textit{drill-down fraction}, denoted $r_{\text{drill-down}}$, we select a proportional number of regions based on the probability drops. In stage two, we perform OBE only for these regions with original stride value (we also call this \textit{stage two stride}, $S_2$) for the occlusion patch to yield a portion of the heat map at the original higher resolution. Since this process “drills down” adaptively based on the lower resolution heat
map, we call it adaptive drill-down. Note that this optimization also builds upon the incremental inference optimizations of Section 6.3, but it is orthogonal to projective field thresholding and can be used in addition.

**Theoretical Speedups.** We now define a notion of theoretical speedup for this optimization; this is independent of the theoretical speedup of incremental inference. We first explain the effects of $r_{drill-down}$ and $S_1$. Setting these parameters is an application-specific balancing act. If $r_{drill-down}$ is low, only a small region will need re-inference at the original resolution, which will save a lot of FLOPs. But this may miss some regions of interest and thus, compromise important explanation details. Similarly, a large $S_1$ also saves a lot of FLOPs by reducing the number of re-inference queries in stage one. But it runs the risk of misidentifying interesting regions, especially when the size of those regions are smaller than the occlusion patch size. We now define the theoretical speedup of adaptive drill-down as the ratio of the number of re-inference queries for regular OBE without this optimization to that with this optimization. We only need the counts, since the occlusion patch dimensions are unaltered, i.e., the cost of a re-inference query is the same with or without this optimization. Given a stride $S$, the number of re-inference queries is $\frac{H_{img}}{S} \cdot \frac{W_{img}}{S}$. Thus, the theoretical speedup is given by the following equation. Figure 6.8(b) illustrates how this ratio varies with $S_1$ and $r_{drill-down}$.

$$\text{speedup} = \frac{S_1^2}{S_2^2 + r_{drill-down} \cdot S_1^2}$$  \hfill (6.28)

### 6.4.3 Automated Parameter Tuning

We now present automated parameter tuning methods for easily configuring our approximate inference optimizations.

**Tuning Projective Field Thresholding.** As Section 6.4.1 explained, $\tau$ controls the visual
quality of the heat map. There is a spectrum of visual quality degradation: imperceptible changes to major structural changes. But mapping $\tau$ to visual quality directly is likely to be unintuitive for users. Thus, to measure visual quality more intuitively, we adopt a cognitive science-inspired metric called Structural Similarity (SSIM) Index, which is widely used to quantify human-perceptible differences between two images [279]. In our case, the two “images” are the original and approximate heat maps. SSIM is a number in $[-1, 1]$, with 1 meaning a perfect match. SSIM values in the $[0.90, 0.95]$ range are considered almost imperceptible distortions in many practical multimedia applications such as image compression and video encoding [279].

Our tuning process for $\tau$ has an offline “training” phase and an online usage phase. The offline phase relies on a set of sample images (default 30) from the same application domain. We compute SSIM for the approximate and exact heat maps for all sample images for a few $\tau$ values (default 1.0, 0.9, 0.8, ..., 0.4). We then learn a second-degree polynomial curve for SSIM as a function of $\tau$ with these data points. Figure 6.9(a) illustrates this phase and the fit SSIM-$\tau$ curves for 3 different CNNs using sample images from an OCT dataset (Section 6.5). In the online phase, when OBE is needed on a given image, we expect the user to provide a target SSIM for the quality–runtime trade-off they want (1 yields the exact heat map). We can then use our learned curve to map this target SSIM to the lowest $\tau$. Figure 6.9(b) shows the CDFs of
Figure 6.9: (a) Fitting a second-order curve for SSM against $\tau$ on a sample of the OCT dataset. (b) CDFs of deviation of actual SSIM from the target SSIM (0.9) with our auto-tuned $\tau$, which turned out to be 0.5, 0.7, and 0.9 for VGG-16, ResNet-18, and Inception-V3, respectively.

differences between the target SSIM (0.9) and the actual SSIM yielded when using our auto-tuned $\tau$ on both the training set and a holdout test set (also 30 images). In 80% of the cases, the actual SSIM was better than the user-given target; never once did the actual SSIM go 0.1 below the target SSIM. This suggests that our auto-tuning method for $\tau$ works, is robust, and applicable to different CNNs.

Tuning Adaptive Drill-Down. As Section 6.4.2 explained, the speedup offered by adaptive drill-down is controlled by two parameters: stage one stride $S_1$ and drill-down fraction $r_{\text{drill-down}}$. We expect the user to provide $r_{\text{drill-down}}$ (default 0.25), since it captures the user’s intuition about how large or small the region of interest is likely to be in the images in their specific application domain and dataset. We also expect the user to provide a “target speedup” ratio (default 3) for using this optimization to capture their desired quality-runtime trade-off. Higher the user’s target speedup, the more we sacrifice the quality of the “non-interesting regions” ($1 - r_{\text{drill-down}}$ fraction of the heat map). Our automated tuning process sets $S_1$ using these two user-given settings. Unlike the tuning of $\tau$, setting $S_1$ is more direct, since this optimization
relies on the number of re-inference queries, not SSIM. Let $target$ denote the target speedup; the original occlusion patch stride is $S_2$. Equation 6.29 shows how we calculate $S_1$; it is obtained by making $S_1$ the subject of Equation 6.28. Since $S_1$ cannot be larger than the image width $W_{img}$ (similarly $H_{img}$) and due to the constraint of $(1 - r_{drill-down} \cdot speedup)$ being positive, we also have an upper bound on the possible speedups as per Equation 6.30.

$$S_1 = \sqrt{\frac{target}{1 - r_{drill-down} \cdot speedup}} \cdot S_2$$  

(6.29)

$$speedup < \min \left( \frac{W_{img}^2}{S_2^2 + r_{drill-down} \cdot W_{img}^2} \cdot \frac{1}{r_{drill-down}} \right)$$  

(6.30)

### 6.5 Experimental Evaluation

We integrated our optimization techniques with the popular deep learning framework PyTorch to create a tool we call KRYPTON. Implementation details of this integration are deferred to Appendix B.2. We now evaluate the speedups yielded by KRYPTON for OBE for different deep CNNs and datasets. We then drill into the contributions of each of our optimization techniques.

**Datasets.** We use 3 diverse real-world image datasets: OCT, Chest X-Ray, and ImageNet. OCT has about 84,000 optical coherence tomography retinal images with 4 classes: CNV, DME, DRUSEN, and NORMAL; CNV (choroidal neovascularization), DME (diabetic macular edema), and DRUSEN are varieties of diabetic retinopathy. Chest X-Ray has about 6,000 X-ray images with three classes: VIRAL, BACTERIAL, and NORMAL; VIRAL and BACTERIAL are varieties of pneumonia. Both OCT and Chest X-Ray are from a recent radiology study that applied deep CNNs to detect the respective diseases [160]. ImageNet is a benchmark dataset in computer
Figure 6.10: End-to-end runtimes of KRYPTON and baselines on all 3 datasets, 3 CNNs, and both GPU and CPU.

vision [246]; we use a sample of 1,000 images with 200 classes.

Workloads. We use 3 diverse ImageNet-trained deep CNNs: VGG16 [260], ResNet18 [136], and Inception3 [267], obtained from [23]. They complement each other in terms of model size, architectural complexity, computational cost, and our predicted theoretical speedups (Figure 6.3). For OCT and Chest X-Ray, the 3 CNNs were fine-tuned by retraining their final Fully-Connected layers as per standard practice. The details of fine-tuning are not relevant for the rest of our discussion; so, we present further details in the Appendix B.5. The OBE heatmaps are plotted using Python Matplotlib’s imshow method using the jet color scheme; we set the maximum threshold to \( \min(1, 1.25p) \) and minimum to 0.75\( p \), where \( p \) is predicted class probability on a given image. All images are resized to the input size required by the CNNs (224 \( \times \) 224 for VGG16 and ResNet18; 299 \( \times \) 299 for Inception3); no additional pre-processing was done. The GPU-based experiments used a batch size of 128; for CPUs, the batch size was 16. All CPU-based experiments were executed with a thread parallelism of 8. All of our datasets, experimental scripts, and the KRYPTON codebase will be made publicly available on our project webpage.

Experimental Setup. We use a machine with 32 GB RAM, Intel i7-6700 3.40GHz CPU, and NVIDIA Titan X (Pascal) GPU with 12 GB memory. The machine runs Ubuntu 16.04 with
PyTorch version 0.4.0, CUDA version 9.0, and cuDNN version 7.1.2. All reported runtimes are the average of 3 runs, with 95% confidence intervals shown.

6.5.1 End-to-End Runtimes

We focus on the most common OBE scenario of producing the whole heatmap; \( G \) is automatically created ("non-interactive" mode). We use an occlusion patch of size 16 and stride of 4. We compare two variants of KRYPTON: KRYPTON-Exact uses only incremental inference (Section 6.3), while KRYPTON-Approximate uses our approximate inference optimizations too (Section 6.4). The main baseline is Naive, the current dominant practice of performing full inference for OBE with just only batching. We have another baseline on GPU: Naive Inc. Inference-Exact, which is a direct implementation of Algorithm 6 in PyTorch/Python without using our GPU-optimized CUDA kernel (Section 6.3.4). Note that Naive Inc. Inference-Exact is not relevant on CPU.

We set the adaptive drill-down parameters based on the semantics of each dataset’s prediction task (Section 6.4.3). For OCT, since the region of interest is likely to be small, we set \( r_{\text{drill-down}} = 0.1 \) and \( \text{target} = 5 \). For Chest X-Ray, the region of interest can be large; so, we set \( r_{\text{drill-down}} = 0.4 \) and \( \text{target} = 2 \). For ImageNet, which is in between, we use the KRYPTON default of \( r_{\text{drill-down}} = 0.25 \) and \( \text{target} = 3 \). Throughout, \( \tau \) is auto-tuned with a target SSIM of 0.9 (Section 6.4.3). Figure 6.10 presents the results. Visual examples of the heatmaps produced are provided in the Appendix B.7.

Overall, we see KRYPTON offers significant speedups across the board on both GPU and CPU, with the highest speedups seen by KRYPTON-Approximate on OCT with VGG16: 16X on GPU and 34.5X on CPU. The highest speedups of KRYPTON-Exact are also on VGG16: 3.9X on GPU and 5.4X on CPU. The speedups of KRYPTON-Exact are identical across datasets for a given CNN, since it does not depend on the image semantics, unlike KRYPTON-Approximate due to its parameters. KRYPTON-Approximate sees the highest speedups on OCT because our
auto-tuning yielded the lowest $r_{\text{drill-down}}$, highest target speedup, and lowest $\tau$ on that dataset.

The speedups are lower with ResNet18 and Inception3 than VGG16 due to their architectural properties (kernel filter dimensions, stride, etc.) that make the projective field grow faster. Moreover, Inception3 has a complex DAG architecture with more branches and depth-wise concatenation, which limits GPU throughput for incremental inference. In fact, KRYPTON-Exact on GPU shows a minor slow-down (0.7X) with Inception3. But KRYPTON-Approximate still offers speedups on GPU with Inception3 (up to 4.5X). We also see that ResNet18 and VGG16 almost near their theoretical speedups (Figure 6.3) but Inception3 does not. Note that the theoretical speedup definition only counts FLOPs and does not account for memory stalls.

Finally, the speedups are higher on CPU than GPU; this is because CPU suffers less from memory stalls during incremental inferences. But the absolute runtimes are much lower on GPU as expected. Overall, KRYPTON reduces OBE runtimes substantially for multiple datasets and deep CNNs. We also ran an experiment in the “interactive” mode by reducing $|G|$. As expected, speedups go down with $|G|$ due to the reduction in amortization benefits. These additional results are presented in the Appendix B.1.

### 6.5.2 Ablation Study

We now analyze the contributions of our 3 optimizations individually. We compare the speedups of KRYPTON over Naive (batched inference) on both CPU and GPU, termed Empirical-CPU and Empirical-GPU respectively, against the theoretical speedups (explained in Sections 6.3 and 6.4).

**Only Incremental Inference.** We vary the patch size and set the stride to 4. Figure 6.11 shows the results. As expected, the speedups go down as the patch size increases. Empirical-GPU Naive yields no speedups because it does not use our GPU-optimized kernel, while Empirical-GPU does. But Empirical-CPU is closer to theoretical speedup and almost matches it on ResNet18. Thus, there is still some room for improvement to improve the efficiency of incremental inference.
The occlusion patch size is 16 and stride is 4. Figure 6.12 shows the results. The speedups go up steadily as $\tau$ drops for all 3 CNNs. Once again, Empirical-CPU nears the theoretical speedups on ResNet18, but the gap between Empirical-GPU and Empirical-CPU remains due to the disproportionate impact of memory stalls on GPU. Overall, this approximation offers some speedups in both environments, but has a higher impact on CPU than GPU.

**Adaptive Drill-Down.** Finally we study the effects of adaptive drill-down (again, on top of incremental inference) and disable projective field thresholding. The occlusion patch size is 16. Stage two stride is $S_2 = 4$. First, we vary $r_{drill-down}$, while fixing stage one stride ($S_1 = 16$). Figure 6.13 (a) shows the results. Next, we vary $S_1$, while fixing $r_{drill-down} = 0.25$. 
Figure 6.13: Speedups with incremental inference combined with adaptive drill-down. For (a), we set $S_1 = 16$. For (b), we set $r_{\text{drill-down}} = 0.25$.

Figure 6.13 (b) shows the results. As expected, the speedups go up as $r_{\text{drill-down}}$ goes down or $S_1$ goes up, since fewer re-inference queries arise in both cases. Empirical-CPU almost matches the theoretical speedups across the board; in fact, even Empirical-GPU almost matches theoretical speedups on Inception3. Empirical-GPU flattens out at high $S_1$, since the number of re-inference queries drops, thus resulting in diminishing returns for the benefits of batched execution on GPU. Overall, this optimization has a major impact on speeding up OBE for all CNNs in both environments.

**Memory Overhead.** We compare our batched incremental inference against full re-inference on GPU. Our approach actually reduces memory footprint by 58%. We explain this result further in Appendix B.6.

### 6.5.3 Summary and Discussion

Overall, our experiments show that KRYPTON can substantially accelerate OBE, with up to 16X speedups on GPU and 34.5X speedups on CPU. The benefits of our optimizations depend
on the CNN’s architectural properties. Our approximate inference optimizations also depend on the dataset’s properties due to their tunable parameters, which KRYPTON can tune automatically. Finally, KRYPTON sees higher speedups on CPU than GPU but the runtimes are much lower on GPU. Overall, our optimizations in KRYPTON help reduce waiting times for OBE users by improving utilization of existing resources rather than forcing users to buy more resources.

6.6 Conclusion

Deep CNNs are gaining widespread adoption for image prediction tasks but their internal workings are unintuitive for most users. Thus, occlusion-based explanations (OBE) have become a popular mechanism for non-technical users to understand CNN predictions. But OBE is highly compute-intensive due to the large number of CNN re-inference requests produced. In this work, we formalize OBE from a data management standpoint and introduce several query optimization-inspired techniques to speed up OBE. Our techniques span exact incremental inference and multi-query optimization for CNN inference, as well as CNN-specific and human perception-aware approximate inference. Overall, our ideas yield even over an order of magnitude speedups for OBE in both CPU and GPU environments.

Chapter 6 contains material from “Incremental and Approximate Inference for Faster Occlusion-based Deep CNN Explanations” by Supun Nakandala, Arun Kumar, and Yannis Papakonstantinou, which appears in Proceedings of 2019 ACM SIGMOD International Conference on Management of Data. The dissertation author was the primary investigator and author of this paper.
Chapter 7

Extensions of KRYPTON

7.1 Extension: Interactive Diagnosis of CNN Predictions using KRYPTON

7.1.1 Introduction

In this work, we develop a system for interactive diagnosis of CNN predictions using occlusion-based explanations (OBE). Our system internally uses the KRYPTON engine to accelerate OBE using incremental and approximate inference techniques. Users can now also select a subregion of the image to run OBE using a cropping tool to exploit their intuitions about what regions might be more important. We also provide runtime estimations for the OBE workload. A short video of our system can be found here: https://youtu.be/1OWddbd4n6Y.

7.1.2 User Interface

The user interface is developed as a web application running in the browser. Figure 7.1 shows an image of the user interface. To run the OBE workload on an image users need to load the image from the file picker option. The image will be then displayed on the left-hand side
Figure 7.1: KRYPTON user interface. Users can load an input image, select a CNN model, and interactively diagnose the prediction by occluding parts of the full image or part of the image using the cropping tool. KRYPTON generates a sensitivity heatmap (right image) and iteratively refines it as the user progresses. NB: This figure is best viewed in color, as is standard in the visual computing literature.
high predicted probabilities for the selected label. So the red color regions are the most sensitive regions for the predicted class label. The color bar for the heatmap is also shown in the interface.

Instead of considering occlusion patch positions over the entire image, users can also focus on a selected small region. Considering all occlusion patch positions can be wasteful if the significant objects in an image are localized into a small region. For example, consider the image shown in Figure 7.1. It contains an image of a lion on a wilderness background. The main object in this image is the lion which occupies only a small region of the entire image. A user who wants to diagnose the prediction for this image can start the diagnosis by selecting a smaller region, which contains only the face and the body of the lion by cropping that region. This will execute faster than the full image. If the user is not satisfied with the produced heatmap, she can iteratively refine the selected region. The cropping of an image can be done simply by dragging on the image in the interface to select a rectangular selection area.

### 7.1.3 OBE Runtime Estimation

To make the UI more user-friendly, we provide runtime estimations for the OBE workload based on the configurations selected by the user. Showing the estimated runtime for the OBE workload will enable the user to make an informed decision when picking the OBE configurations.
to trade-off the quality of the heatmap and the available time budget. The runtime of a single OBE workload depends on the width and height of the selected image region, the stride value, occlusion patch size, selected CNN model, and the execution mode (i.e. exact vs approximate). When we control for the occlusion patch size, CNN model, and the execution mode, the runtime of the workload is directly proportional to the number of different occlusion patch positions. We ran several offline experiments with different configurations and recorded the runtimes. These runtimes are then used to fit a linear regression cost model for each patch size, CNN model, and execution mode combination and are then used to predict the runtime for new configuration instances. Figure 7.2 shows the cost models generated for ResNet18 and VGG16 for a patch size of 16 with the exact execution mode.

### 7.2 Extension: Accelerating OBE for Arbitrary CNNs

In this work, we extend KRYPTON so that it can accelerate OBE for arbitrary PyTorch CNNs. To achieve this, we develop a high-level abstraction called KryptonGraph and automate the generation and execution of it. For a given CNN, KryptonGraph handles the incremental CNN inference of that CNN by using PyTorch. The high-level process for KryptonGraph generation and execution is shown in Figure 7.3 and works as follows:

1. Given a CNN model $f$, we use the utilities available in PyTorch to trace the structure of the CNN by providing a sample image as input. Since all CNNs are static in nature (i.e., the order of operator execution is not dependent on data), the structure obtained by tracing is guaranteed to be correct. The trace output is then exported to ONNX format [42], which is a convenient representation format for subsequent analysis.

2. Dropout [263] operators in the CNN model are simply ignored as they do not have any effect on CNN inference.
3. We then traverse the exported CNN model in topological order and create the corresponding KryptonGraph. For each operator $T$ in the original CNN $f$, there will be a corresponding KryptonOP in the KryptonGraph that implements the BatchedIncrementalInference (Algorithm 6) for local context operators. Each KryptonOp also has a reference to the original CNN operator $T$, which will be used in the BatchedIncrementalInference method or directly invoked for global context operators that do not support incremental inference (e.g., fully-connected). Under the hood, KryptonOP is relying on the PyTorch framework for the actual execution of the corresponding CNN operator. The first global context operator that succeeds a local context operator will first fully materialize the updated input before invoking the full inference operator. Since all CNNs are created using a small number of low-level operators (e.g., convolution, pooling, and fully-connected), by implementing all corresponding types of KryptonOps, we are able to support arbitrary...
PyTorch CNNs as input.

4. The generated KryptonGraph is then used for performing CNN inference for OBE. Given an input image $I_{\text{img}}$ we first materialize all intermediate outputs corresponding to incremental inference operators using one full inference.

5. We then prepare occluded images ($I'_{(x,y):\text{img}}$) for all positions in $G$. For batches of $I'_{(x,y):\text{img}}$ as the input, we invoke the KryptonGraph in topological order and calculate the corresponding entries of heatmap $M$.

Chapter 7 Section 7.1 contains material from “Demonstration of Krypton: Optimized CNN Inference for Occlusion-based Deep CNN Explanations” by Allen Ordookhanians, Xin Lin, Supun Nakandala, and Arun Kumar, which appears in Proceedings of VLDB Endowment Volume 12, Issue 12, August 2019. The dissertation authors contribution was in the conceptualization of the system and advising the junior students through the system implementation.

Chapter 7 Section 7.2 contains material from “Incremental and Approximate Computations for Accelerating Deep CNN Inference” by Supun Nakandala, Kabir Nagrecha, Arun Kumar, and Yannis Papakonstantinou, which appears in ACM Transactions on Database Systems Journal Volume 45, Issue 4, December 2020. The dissertation author was the primary investigator and author of this paper.
Chapter 8

VISTA: Query Optimizations for Deep CNN Feature Transfer

8.1 Introduction

In this chapter, we dive deeper into our techniques for optimizing deep convolutional neural network (CNN) feature transfer workloads. CNNs [180, 124] are a special type of DL model family optimized for image data and there is growing interest in using CNNs to exploit images in analytics applications that have hitherto relied mainly on structured data. But analytics systems today have a dichotomy: dataflow systems (e.g., Spark [289]) are popular for structured data [201, 5], while DL systems (e.g., TensorFlow [54]) are needed for CNNs. This dichotomy means the systems issues of workloads that combine both forms of data are surprisingly ill-understood.

Example (Based on [199]). Consider a data scientist, Alice, at an online fashion retailer building a product recommender system (see Figure 8.1). She uses structured features (e.g., price, brand, user clicks, etc.) to build an ML model (e.g., logistic regression, multi-layer perceptron, or decision tree) to predict product ratings. She then has a hunch that including product images can
raise ML accuracy. So, she uses a pre-trained deep CNN (e.g., ResNet50 [136]) on the images to extract a feature layer: a vector representation of an image produced by the CNN. Deep CNNs produce a series of feature layers; each layer automatically captures a different level of abstraction from low-level patterns to high-level abstract shapes [124, 180], as Figure 8.1(A) illustrates. Alice concatenates her chosen feature layer with the structured features and trains her “downstream” model. Figure 8.1(B) illustrates this workflow. She then tries a few other feature layers instead to check if the downstream model’s accuracy increases.

**Importance of Feature Transfer.** Feature transfer is a form of “transfer learning” that mitigates two key pains of training deep CNNs from scratch [226, 4, 25]: the number of labeled images needed is lower, often by an order of magnitude [25, 287], and the time and resource costs of training are lower, even by two orders of magnitude [4, 25]. Overall, feature transfer is now popular in many domains, including recommender systems [199], visual search [153]...
(A) Parallel Dataflow (PD) vs Deep Learning (DL) Systems

<table>
<thead>
<tr>
<th>Capabilities</th>
<th>PD</th>
<th>DL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structured data querying and custom...</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Automated distributed file and...</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Classical ML models</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Arbitrary artificial neural network...</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Seamless integration with hardware accelerators</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

Figure 8.2: (A) Comparing the analytics-related capabilities of parallel dataflow (PD) systems and deep learning (DL) systems. (B) Current manual approach of executing feature transfer at scale straddling PD and DL systems. The steps in the manual workflow are numbered. Step 3 (a-b-c) is repeated for every feature layer of interest. (C) The “declarative” approach in VISTA. (D) Tradeoffs of alternative execution plans on efficiency (runtimes) and reliability (crash-proneness).

(B) Current Manual Approach to Feature Transfer

(C) Our Approach with VISTA

(D) Efficiency-Reliability Tradeoff

(product images), healthcare (tissue images) [114], nutrition science (food images) [17], and computational advertising (ad images).

**Bottleneck: Trying Multiple Layers.** Recent work in ML showed that it is critical to try multiple layers for feature transfer because different layers yield different accuracies and it is impossible to tell upfront which layer will be best [110, 287, 66, 25]. But trying multiple layers becomes a bottleneck for data scientists running large-scale ML on a cluster because it can slow down their analysis, e.g., from an hour to several hours (Section 8.4), and/or raise resource costs.
8.1.1 Current Approach and Systems Issues

The common approach to feature transfer at scale is a tedious manual process straddling DL systems and parallel dataflow (PD) systems. These systems present a dichotomy, as Figure 8.2(A) shows. PD systems support queries and manage distributed memory for structured data but do not support DL natively. DL systems support complex CNNs and hardware accelerators but need manual partitioning of files and memory for distributed execution. Moreover, data scientists often prefer decision tree-based ML models on structured data [10]; thus, a DL system alone is too limiting.

Figure 8.2(B) illustrates the manual process. Suppose Alice tries layer 5 (L5) to layer 7 (L7) (say) from a given CNN. She first runs CNN inference in DL system (e.g., TensorFlow) to materialize L5 for all images in her dataset. She loads this large data file with image features into PD system (e.g., Spark), joins it with the structured data, and trains a downstream multimodal ML model (e.g., using MLlib [201] or TensorFlow). She repeats this for L6 and then for L7. Apart from being tedious, this process faces two key systems issues:

1. **Inefficiency.** Extracting a higher layer (say, L6) requires a superset of the inference computations needed for a lower layer (say, L5). So, the manual process may have high computational redundancy, which wastes runtime.

2. **Crash-proneness.** One might ask: why not write out all layers in one go to save time? Alas, CNN feature layers can be very large, e.g., one of ResNet50’s layers is 784KB but the image is only 14KB [136]. So, 10GB of data blows up to 560GB for just one layer! Forcing ML users to handle such large intermediate data files on in-memory PD systems can easily cause workload crashes due to exhausting available system memory. Alternatively, writing these feature files to disk and reading iteratively will incur significant overheads due to costly disk reads/writes, thus reducing efficiency further.
8.1.2 Our Proposed Approach

We resolve the above issues by elevating scalable feature transfer to a “declarative” level and automatically optimizing its execution. We want to retain the benefits of both PD and DL systems without reinventing their current capabilities (Figure 8.2(A)). Thus, we build a new data system we call VISTA on top of PD and DL systems, as Figure 8.2(C) illustrates. To make practical adoption easier, we believe it is crucial to not modify the code of the underlying PD and DL systems; this also lets us leverage future improvements to those systems. VISTA is based on three design decisions: (1) Declarativity to simplify specification, (2) Execution Optimization to reduce runtimes, and (3) Automated Memory and System Configuration to avoid memory-related workload crashes.

(1) Declarativity. VISTA lets users specify what CNNs and layers to try, but not how to run them. It invokes the DL system to run CNN inference, loads and joins image features with structured data, and runs downstream training on the PD system. Since VISTA, not the user, handles how layers are materialized, it can optimize execution in non-trivial ways.

(2) Execution Optimization. We characterize the memory use behavior of this workload in-depth, including key workload crash scenarios. This helps us bridge PD and DL systems, since PD systems do not understand CNNs and DL systems do not understand joins or caching. We compare alternative execution plans with different efficiency–reliability tradeoffs, as Figure 8.2(D) shows. The “Lazy” plan simply automates the manual process. It is reliable due to its low memory footprint, but it has high computational redundancy. At the other end, “Eager” materializes all layers of interest in one go (Section 8.3). It avoids redundancy but is prone to memory-related crashes if the intermediate data does not fit in memory. Alternatively, enabling disk spills for the Eager plan will avoid crashes but will be inefficient due to costly disk reads/writes. We then present a new plan used in VISTA that offers the best of both worlds: “Staged” execution; it interleaves the DL and PD systems’ operations by enabling partial CNN inference.
(3) Automated Memory and System Configuration. Finally, we explain how key system tuning knobs affect this workload: apportioning memory for caching data, CNNs, and feature layers; data partitioning; and physical join operator. Using our insights, we build an end-to-end automated optimizer in VISTA to configure both the PD and DL systems to run this workload efficiently and reliably.

Implementation and Evaluation. We prototype VISTA on top of two PD systems, Spark and Ignite [72], with TensorFlow as the DL system. Our API is in Python. We perform an extensive empirical evaluation of VISTA using 2 real-world multimodal datasets and 3 deep CNNs. VISTA avoids many crash scenarios and reduces total runtimes by 58% to 92% compared to existing baseline approaches.

Our approach is inspired by the long line of work on multi-query optimization in RDBMSs [250]. But our execution plans and optimizer have no counterparts in prior work because they treat CNNs as black-box user-defined functions that they do not rewrite. In contrast, VISTA treats CNNs as first-class operations, understands their memory footprints, rewrites their inference, and optimizes this workload in a principled and holistic manner.

Overall, this work makes the following contributions:

- To the best of our knowledge, this is the first work on the systems principles of integrating PD and DL systems to optimize scalable feature transfer from CNNs.

- We characterize the memory use behavior of this workload in-depth, explain the efficiency–reliability tradeoffs of alternative execution plans, and present a new CNN-aware optimized execution plan.

- We create an automated optimizer to configure the system and optimize its execution to offer both high efficiency and high reliability.

- We prototype our ideas to build VISTA on top of a PD and DL system. We com-
pare VISTA against baseline approaches using multiple real-world datasets and deep CNNs. Unlike the baselines, VISTA never crashes and is also faster by 58% to 92%.

**Outline.** Section 8.2 formalizes the dataflow of the feature transfer workload, explains our assumptions, and provides an overview of VISTA. Section 8.3 dives into the systems tradeoffs and presents our optimizer. Section 8.4 presents the experiments and we conclude in Section 8.5.

### 8.2 Preliminaries and Overview

We now formally describe our problem setting, explain our assumptions, and present an overview of VISTA.

#### 8.2.1 Definitions and Data Model

We start by defining some terms and notation to formalize the data model of *partial CNN inference*. We will use these terms in the rest of this chapter.

**Definition 8.2.1** A tensor is a multidimensional array of numbers. The shape of a $d$-dimensional tensor $t \in \mathbb{R}^{n_1 \times n_2 \times \ldots \times n_d}$ is the $d$-tuple $(n_1, \ldots, n_d)$.

A raw image is the (compressed) file representation of an image, e.g., JPEG. An image tensor is the numerical tensor representation of the image. Gray-scale images have 2-dimensional tensors; colored ones, 3-dimensional (with RGB pixel values). We now define some abstract data types and functions that will be used to explain our techniques.

**Definition 8.2.2** A TensorList is an indexed list of tensors of potentially different shapes.

**Definition 8.2.3** A TensorOp is a function $f$ that takes as input a tensor $t$ of a fixed shape and outputs a tensor $t' = f(t)$ of potentially different, but also fixed, shape. A tensor $t$ is said to be shape-compatible with $f$ iff its shape conforms to what $f$ expects for its input.
Definition 8.2.4 A CNN is a TensorOp \( f \) that is represented as a composition of \( n_l \) indexed TensorOps, denoted \( f(\cdot) \equiv f_{n_l}(\ldots f_2(f_1(\cdot))\ldots) \), wherein each TensorOp \( f_i \) is called a layer and \( n_l \) is the number of layers.\(^{1}\) We use \( \hat{f}_i \) to denote \( f_i(\ldots f_2(f_1(\cdot))\ldots) \).

Definition 8.2.5 A FlattenOp is a TensorOp whose output is a vector; given a tensor \( t \in \mathbb{R}^{n_1 \times n_2 \times \ldots \times n_d} \), the output vector’s length is \( \sum_{i=1}^{d} n_i \).

Definition 8.2.6 CNN inference. Given a CNN \( f \) and a shape-compatible image tensor \( t \), CNN inference is the process of computing \( f(t) \).

Definition 8.2.7 Partial CNN inference. Given a CNN \( f \), layer indices \( i \) and \( j > i \), and a tensor \( t \) that is shape-compatible with layer \( f_i \), partial CNN inference \( i \rightarrow j \) is the process of computing \( f_j(\ldots f_i(t)\ldots) \), denoted \( \hat{f}_{i \rightarrow j} \).

All major CNN layers—convolutional, pooling, non-linearity, and fully connected—are just TensorOps. The above definitions capture a crucial aspect of partial CNN inference: data flowing through the layers produces a sequence of tensors.

8.2.2 Problem Statement and Assumptions

We are given two tables \( T_{str}(ID, X) \) and \( T_{img}(ID, I) \), where \( ID \) is the primary key (identifier), \( X \in \mathbb{R}^{d_s} \) is the structured feature vector (with \( d_s \) features, including label), and \( I \) are raw images (say, as files on HDFS). We are also given a CNN \( f \) with \( n_l \) layers, a set of layer indices \( L \subset [n_l] \) specific to \( f \) that are of interest for transfer learning, a downstream ML algorithm \( M \) (e.g., logistic regression), a set of system resources \( R \) (number of cores, system memory, and number of nodes). The feature transfer workload is to train \( M \) for each of the \( |L| \) feature vectors obtained by concatenating \( X \) with the respective feature layers obtained by partial CNN inference; we can state it more precisely as follows:

\(^{1}\)We use sequential (chain) CNNs for simplicity of exposition; it is easy to extend our definitions to DAG-structured CNNs such as DenseNet [145].
∀ \( l \in L \):
\[
T'_{\text{img},l}(ID, g_l(\hat{f}_l(I))) \leftarrow \text{Apply } (g_l \circ \hat{f}_l) \text{ to } T_{\text{img}}
\]
(8.1)

\[
T'_l(ID, X'_l) \leftarrow T_{\text{str}} \bowtie T'_{\text{img},l}
\]
(8.2)

\[
\text{Train } M \text{ on } T'_l \text{ with } X'_l \equiv [X, g_l(\hat{f}_l(I))]
\]
(8.3)

\[
\text{Train } M \text{ on } T'_l \text{ with } X'_l \equiv [X, g_l(\hat{f}_l(I))]
\]
(8.4)

Step (2) runs partial CNN inference to materialize layer \( l \) and flattens it with \( g_l \), a shape-compatible FlattenOp. Step (3) concatenates structured and image features using a key-key join. Step (4) trains \( M \) on the concatenated feature vector. Pooling can be inserted before \( g \) to reduce dimensionality for \( M \) [66]. The current approach (Figure 8.2(B)) runs the above queries as such, i.e., materialize layers manually and independently as flat files and transfer them; we call this execution plan Lazy. This plan is cumbersome, inefficient due to redundant CNN inference, and/or is prone to workload crashes due to inadvertently mismanaged memory. Our goal is to resolve these issues. Our approach is to elevate this workload to a declarative level, obviate manual feature transfer, automatically reuse intermediate results, and optimize the system configuration and execution for better reliability and efficiency.

We make a few simplifying assumptions for tractability in this first work on this problem. First, we assume that \( f \) is from a roster of well-known CNNs. We currently support AlexNet [171], VGG16 [260], and ResNet50 [136] due to their popularity in real feature transfer applications [199, 278]. Second, we support only one image per data record. We leave support for arbitrary CNNs and multiple images per example to future work. Finally, we assume enough secondary storage is available for disk spills and optimize the use of distributed memory; this is a standard assumption in PD systems.
8.2.3 System Architecture and API

We prototype VISTA as a library on top of Spark-TF and Ignite-TF environments. Due to space constraints, we explain the architecture of only the Spark-TF prototype; the Ignite-TF one is similar.

VISTA has three components, as Figure 8.3 illustrates: (1) a “declarative” API, (2) a roster of popular named deep CNNs with numbered feature layers, and (3) the VISTA optimizer. Our Python API expects 4 major groups of inputs. First is the system environment (memory, number of cores, and number of nodes). Second, a deep CNN $f$ and the number of feature layers $|L|$ (starting from the top most layer) to explore. Third, the downstream ML routine $M$ that handles the downstream model’s evaluation, hyperparameter tuning, and model artifacts. Fourth, data tables $T_{str}$ and $T_{img}$ and statistics about the data.

Under the covers, VISTA invokes its optimizer to pick a fast and reliable set of choices for the logical execution plan, system configuration parameters, and physical execution decisions. After configuring Spark accordingly, VISTA runs within the Spark Driver process to control the execution. VISTA injects UDFs to run (partial) CNN inference, i.e., $f$, $\hat{f}_i$, $g_i$, and $\hat{f}_{i\rightarrow j}$.
for the CNNs in its roster (currently, AlexNet, VGG16, and ResNet50). These UDFs specify the computational graphs for TF and invoke Spark’s **DataFrames** and **TensorFrames** APIs with appropriate inputs based on our optimizer’s decisions. Image and feature tensors are stored with our custom **TensorList** datatype. Finally, **VISTA** invokes downstream ML model training on the concatenated feature vector and obtains $|L|$ trained downstream models. **Overall, VISTA frees ML users from manually writing TF code for CNN feature transfer, saving features as files, performing joins, or tuning Spark for running this workload at scale.**

### 8.3 Tradeoffs and Optimizer

We now characterize the abstract memory usage behavior of our workload in depth. We then map our memory model to Spark and Ignite. Finally, we use these insights to explain three dimensions of efficiency-reliability tradeoffs and apply our analyses to design the **VISTA** optimizer.

#### 8.3.1 Memory Use Characterization

It is important to understand and optimize the memory use behavior of the feature transfer workload, since mismanaged memory can cause frustrating workload crashes and/or excessive disk spills or cache misses that raise runtimes. Apportioning and managing distributed memory carefully is a central concern for modern distributed data processing systems. Since our work is not tied to any specific dataflow system, we create an *abstract model of distributed memory apportioning* to help us explain the tradeoffs in a generic manner. These tradeoffs involve apportioning memory between intermediate data, CNN/DL models and working memory for UDFs. Such tradeoffs affect both reliability (avoiding crashes) and efficiency. We then highlight interesting new properties of our workload that can cause unexpected crashes or inefficiency, if not handled carefully.
Abstract Memory Model. In distributed memory-based dataflow systems, a worker’s System Memory is split into two main regions: Reserved Memory for OS and other processes and Workload Memory, which in turn is split into Execution Memory and Storage Memory. Figure 8.4(A) illustrates the regions. Execution Memory is further split into User Memory and Core Memory; for typical relational/SQL workloads, the former is used for UDF execution, while the latter is used for query processing. Best practice guidelines recommend allotting most of System Memory to Storage Memory, while having enough Execution Memory to reduce disk spills or cache misses [8, 19, 20]. OS Reserved Memory is typically a few GBs. Our workload requires rethinking memory apportioning due to interesting new issues caused by deep CNN models, (partial) CNN inference, feature layers, and the downstream ML task.

(1) The guideline of using most of System Memory for Storage and Execution no longer holds. In both Spark and Ignite, CNN inference in DL system (e.g., TF) uses System Memory outside Storage and Execution regions. If a DL model is used as the downstream ML model, it will also use memory outside of Storage and Execution regions. The memory footprint of DL models is non-trivial. For parallel query execution in PD systems, each execution thread will spawn its own DL model replica, multiplying the footprint.

(2) Many temporary objects are created when reading serialized DL models to initialize the DL system, for buffers to read inputs, and to hold features created by CNN inference. All these go under User Memory. The sizes of these objects depend on the number of examples in a data partition, the CNN, and \( L \). These sizes could vary dramatically and also be very high, e.g., layer \( fc6 \) of AlexNet has 4096 features but \( conv5 \) of ResNet has over 400,000 features! Such complex memory footprint calculations will be tedious for ML users.

(3) The downstream ML routine (e.g., MLLib) also copies features produced by CNN inference into its own representations. Thus, Storage Memory should accommodate such intermediate data copies. Finally, Core Memory must accommodate the temporary objects created for join processing.
Mapping to Spark’s Memory Model. Spark allocates User, Core, and Storage Memory regions of our abstract memory model from the JVM Heap Space. With default configurations, Spark allocates 40% of the Heap Memory to User Memory region. The rest of the 60% is shared between the Storage and Core Memory regions. The Storage Memory–Core Memory boundary in Spark is not static. If needed, Core Memory automatically borrows from the Storage Memory evicting data partitions to the disk. Conversely, if Spark needs to load more data to memory, it borrows from Execution Memory. But there is a maximum threshold fraction of Storage Memory (default 50%) that is immune to eviction.

Mapping to Ignite’s Memory Model. Ignite treats both User and Core Memory regions as a single unified memory region and allocates the entire JVM Heap for it. This region is used to store the in-memory objects generated by Ignite during query processing and UDF execution. Storage Memory region of Ignite is allocated outside of JVM heap in the JVM native memory space. Unlike Spark, Ignite’s in-memory Storage Memory region has a static size.

Memory-related Crash and Inefficiency Scenarios. The three issues explained above give rise to various unexpected workload crash scenarios due to memory errors, as well as system inefficiencies. Manually handling them could frustrate data scientists and impede their ML exploration.

(1) DL Execution Memory blowups. Serialized file formats of CNNs and downstream ML models often underestimate their in-memory footprints. Along with the replication by multiple threads, DL Execution Memory can be easily exhausted. If such blowups are not accounted when configuring the data processing system, and if they exceed available memory, the OS will kill the application.

(2) Insufficient User Memory. All UDF execution threads share User Memory for the CNNs, downstream ML models, and feature layer TensorList objects. If this region is too small due to a small overall Workload Memory size or due to a large degree of parallelism, such objects
might exceed available memory, leading to a crash with out-of-memory error.

(3) Very large data partitions. If a data partition is too big, the PD system needs a lot of User and Core Execution Memory for query execution operations (e.g., for the join in our workload and *MapPartition*-style UDFs in Spark). If Execution Memory consumption exceeds the allocated maximum, it will cause the system to crash with out-of-memory error.

(4) Insufficient memory for Driver Program. All distributed data processing systems require a Driver program that orchestrates the job among workers. In our case, the Driver reads and creates a serialized version of the CNN and broadcasts it to the workers. For the downstream ML model, the Driver may also have to collect partial results from workers (e.g., for *collect()* and *collectAsMap()* in Spark). Without enough memory for these operations, the Driver will crash.

Overall, several execution and configuration considerations matter for reliability and efficiency. Next, we delineate these systems tradeoffs precisely along three dimensions.
8.3.2 Three Dimensions of Tradeoffs

The dimensions we discuss are largely orthogonal to each other but they affect reliability and efficiency collectively.

Logical Execution Plan Tradeoffs

Figure 8.5(A) illustrates the Lazy plan (Section 8.2.2). As mentioned earlier, it has high computational redundancy; to see why, consider a popular deep CNN AlexNet with the last two layers $fc7$ and $fc8$ used for feature transfer ($L = \{fc7, fc8\}$). This plan performs partial CNN inference for $fc7$ (721 MFLOPS) independently of $fc8$ (725 MFLOPS), incurring 99% redundant computations for $fc8$. An orthogonal issue is join placement: should the join really come after inference? Usually, the total size of all feature layers in $L$ will be larger than the size of raw images in a compressed format such as JPEG. Thus, if the join is pulled below inference, as shown in Figure 8.5(B), the shuffle costs of the join will go down. We call this slightly modified plan Lazy-Reordered. But this plan still has computational redundancy. The only way to remove redundancy is to break the independence of the $|L|$ queries and fuse them.

Consider the Eager plan shown in Figure 8.5(C). It materializes all feature layers of $L$ in one go, which avoids redundancy because CNN inference is not repeated. Features are stored as a TensorList in an intermediate table and joined with $T_{str}$. $M$ is then trained on each feature layer (concatenated with $X$) projected from the TensorList. Eager-Reordered, shown in Figure 8.5(D), is a variant with the join pulled down. Alas, both of these plans have high memory footprints, since they materialize all of $L$ at once. Depending on the memory apportioning (Section 8.3.1), this could cause workload crashes or a lot of disk spills, which in turn raises runtimes.

To resolve the above issues, we create a logically new execution plan we call Staged execution, shown in Figure 8.5(E). It splits partial CNN inference across the layers in $L$ and invokes $M$ on branches of the inference path; so, it stages out the materialization of the feature tensors. Staged offers the best of both worlds: it avoids computational redundancy, and it is
Figure 8.5: Alternative logical execution plans (let \( k = |L| \)). (A) Lazy, the de facto current approach. (B) Reordering the join operator in Lazy. (C) Eager execution plan. (D) Reordering the join operator in Eager. (E) Our new Staged execution plan.

Reliable due to its lower memory footprints. Empirically, we find that Eager and Eager-Reordered are seldom much faster than Staged due to a peculiarity of deep CNNs. The former can be faster only if a CNN “quickly” (i.e., within a few layers and low FLOPs) converts the image to small feature tensors. But such an architecture is unlikely to yield high accuracy, since it loses too much information too soon [124]. Indeed, no popular deep CNN has such an architecture. Based on our above analysis, we find that it suffices for VISTA to only use our new Staged plan (validated in Section 8.4).
System Configuration Tradeoffs

Logical plans are generic and independent of the PD system. But as explained in Section 8.3.1, three key system configuration parameters matter for reliability and efficiency: degree of parallelism in a worker, data partition sizes, and memory apportioning. While the tuning of such parameters is well understood for SQL and MapReduce [141, 58], we need to rethink them due to the properties of CNNs and partial CNN inference.

Naively, one might choose the following settings that may work well for SQL workloads: the degree of parallelism is the number of cores on a node; allocate few GBs for User and Core Execution Memory; use most of the rest of memory for Storage Memory; use the default number of partitions in the PD system. But for the feature transfer workload, these settings can cause crashes or inefficiencies.

For example, a higher degree of parallelism increases the worker’s throughput but also raises the CNN models’ footprint, which in turn requires reducing Execution and Storage Memory. Reducing Storage Memory can cause more disk spills, especially for feature layers, and raise runtimes. Worse still, User Memory might also become too low, which can cause crashes during CNN inference. Lowering the degree of parallelism reduces the CNN models’ footprint and allows Execution and Storage Memory to be higher, but too low a degree of parallelism means workers will get underutilized.\(^2\) This in turn can raise runtimes, especially for the join and the downstream training. Finally, too low a number of data partitions can cause crashes, while too high a value leads to high overheads. Overall, we see multiple non-trivial systems tradeoffs that are tied to the CNN and its feature layer sizes. It is unreasonable to expect ML users to handle such tradeoffs manually. Thus, **VISTA** automates these decisions in a feature transfer-aware manner.

\(^2\)In our current prototypes, every TF invocation by a worker uses all cores regardless of how many cores are assigned to that worker. But, one TF invocation per used core increases overall throughput and reduces runtimes.
Physical Execution Tradeoffs

Physical execution decisions are closer to the specifics of the underlying PD system. We discuss the tradeoffs of two such decisions that are common in PD systems and then explain what Spark and Ignite specifically offer.

First is the physical join operator used. The two main options for distributed joins are shuffle-hash and broadcast. In shuffle-hash join, base tables are hashed on the join attribute and partitioned into “shuffle blocks.” Each shuffle block is then sent to an assigned worker over the network, with each worker producing a partition of the output table using a local sort-merge join or hash join. In broadcast join, each worker gets a copy of the smaller table on which it builds a local hash table before joining it with the outer table without any shuffles. If the smaller table fits in memory, broadcast join is typically faster due to lower network and disk I/O costs.

Second is the persistence format for in-memory storage of intermediate data. Since feature tensors can be much larger than raw images, this decision helps avoid/reduce disk spills or cache misses. The two main options are deserialized format or compressed serialized format. While the serialized format can reduce memory footprint and thus, reduce disk spills/cache misses, it incurs additional computational overhead for translating between formats. To identify potential disk spills/cache misses and determine which format to use, we estimate the size of intermediate data tables $|T_i|$ (for $i \in L$). VISTA can automatically estimate $|T_i|$ because it knows the sizes of the feature tensors in its CNN roster and understands the internal record format of the PD system.

Spark supports both shuffle-hash join and broadcast join implementations, as well as both deserialized and compressed serialized in-memory storage formats. In Ignite, data is shuffled to the corresponding worker node based on the partitioning attribute during data loading itself. Thus, a key-key join can be performed using a local hash join, if we use the same data partitioning function for both tables. Ignite stores intermediate in-memory data in a compressed binary format.
8.3.3 The Optimizer

We now explain how the VISTA optimizer navigates all the tradeoffs in a holistic and automated way to improve both reliability and efficiency. Table 8.1 lists the notation used.

**Optimizer Formalization and Simplification.** Table 8.1(A) lists the inputs given by the user. From these inputs, VISTA infers the sizes of the structured data table ($|T_{str}|$), the images table ($|T_{img}|$), and all intermediate data tables ($|T_i|$ for $i \in L$) shown in Figure 8.5(E). VISTA also looks up the CNN’s serialized size $|f|_{ser}$, runtime memory footprint $|f|_{mem}$, and runtime GPU memory footprint $|f|_{mem,gpu}$ from its roster, in which we store these statistics. Then, VISTA calculates the runtime memory footprint of the downstream model $|M|_{mem}$ based on the specified $M$ and the largest total number of features (based on $L$). For instance, for logistic regression, $|M|$ is proportional to the sum of structured features and the maximum number of CNN features for any layer ($\max_{l \in L} |g_l(\hat{f}_l(I))|$). Table 8.1(B) lists the variables whose values are set by the optimizer. We define two quantities that capture peak intermediate data sizes to help our optimizer set memory variables reliably:

$$s_{single} = \max_{1 \leq i \leq |L|} |T_i| \quad \text{(8.5)}$$

$$s_{double} = \max_{1 \leq i \leq |L|-1} (|T_i| + |T_{i+1}|) - |T_{str}| \quad \text{(8.6)}$$

The ideal objective is to minimize the overall runtime subject to memory constraints. As explained in Section 8.3.2, there are two competing factors: $cpu$ and $mem_{storage}$. Raising $cpu$ increases parallelism, which could reduce runtimes. But it also raises the DL Execution Memory needed, which forces $mem_{storage}$ to be reduced, thus increasing potential disk spills/cache misses for $T_i$’s and raising runtimes. This tension is captured by the following objective function:

$$\min_{cpu,n_p,mem_{storage}} \frac{\tau + \max(0, \frac{s_{double}}{n\_nodes} - mem_{storage})}{cpu} \quad \text{(8.7)}$$
Table 8.1: Notation for Section 8.3 and Algorithm 7.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_{str})</td>
<td>Structured features table</td>
</tr>
<tr>
<td>(T_{img})</td>
<td>Images table</td>
</tr>
<tr>
<td>(f)</td>
<td>CNN model in our roster</td>
</tr>
<tr>
<td>(L)</td>
<td>Set of feature layer indices of (f) to transfer</td>
</tr>
<tr>
<td>(M)</td>
<td>Downstream ML routine</td>
</tr>
<tr>
<td>(n_{nodes})</td>
<td>Number of worker nodes in cluster</td>
</tr>
<tr>
<td>(\text{mem}_{\text{sys}})</td>
<td>Total system memory available in a worker node</td>
</tr>
<tr>
<td>(\text{mem}_{\text{GPU}})</td>
<td>GPU memory if GPUs are available</td>
</tr>
<tr>
<td>(\text{cpu}_{\text{sys}})</td>
<td>Number of cores available in a worker node</td>
</tr>
</tbody>
</table>

(B) System variables/decisions set by VISTA Optimizer

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{mem}_{\text{storage}})</td>
<td>Size of Storage Memory</td>
</tr>
<tr>
<td>(\text{mem}_{\text{user}})</td>
<td>Size of User Memory</td>
</tr>
<tr>
<td>(\text{mem}_{\text{dl}})</td>
<td>DL Execution Memory</td>
</tr>
<tr>
<td>(\text{cpu})</td>
<td>Number of cores assigned to a worker</td>
</tr>
<tr>
<td>(n_p)</td>
<td>Number of data partitions</td>
</tr>
<tr>
<td>(\text{join})</td>
<td>Physical join implementation (shuffle or broadcast)</td>
</tr>
<tr>
<td>(\text{pers})</td>
<td>Persistence format (serialized or deserialized)</td>
</tr>
</tbody>
</table>

(C) Other fixed (but adjustable) system parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{mem}_{\text{os},\text{resv}})</td>
<td>Operating System Reserved Memory (default: 3 GB)</td>
</tr>
<tr>
<td>(\text{mem}_{\text{core}})</td>
<td>Core Memory as per system specific best practice guidelines (e.g. Spark default: 2.4 GB)</td>
</tr>
<tr>
<td>(p_{\text{max}})</td>
<td>Maximum size of data partition (default: 100 MB)</td>
</tr>
<tr>
<td>(b_{\text{max}})</td>
<td>Maximum broadcast size (default: 100 MB)</td>
</tr>
<tr>
<td>(\text{cpu}_{\text{max}})</td>
<td>Cap recommended for (\text{cpu}) (default: 8)</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>Fudge factor for size blowup of binary feature vectors as JVM objects (default: 2)</td>
</tr>
</tbody>
</table>

In the numerator, \(\tau\) captures the total compute and communication costs, which are effectively “constant” for this optimization. The second term captures disk spill costs for \(T_i\)’s. The denominator captures the degree of parallelism. While this objective is ideal, it is impractical
and needlessly complicated for our purposes due to three reasons. (1) Estimating \( \tau \) is tedious, since it involves join costs, data loading costs, etc. (2) More importantly, we hit a point of diminishing returns with \( \text{cpu} \) quickly, since CNN inference typically dominates total runtime and DL systems like TF, anyway uses all cores regardless of \( \text{cpu} \). That is, this workload’s speedup against \( \text{cpu} \) will be quite sub-linear (confirmed by Figure 8.12(C)). Empirically, we find that about 7 cores typically suffice; interestingly, a similar observation is made in Spark guidelines for purely relational workloads [19, 21]. Thus, we cap \( \text{cpu} \) at \( \text{cpu}_{\max} = 8 \). (3) Given the cap on \( \text{cpu} \), we can just drop the term minimizing disk spill/cache miss costs, since \( s_{\text{double}} \) will typically be smaller than the total memory (even after accounting for the CNNs) due to the above cap.

Overall, our insights above yield a simpler objective that is still a reasonable surrogate for minimizing runtimes:

\[
\max_{\text{cpu}, n_p, \text{mem}_{\text{storage}}} \text{cpu} \tag{8.8}
\]

The constraints for the optimization are as follows:

\[
1 \leq \text{cpu} \leq \min\{\text{cpu}_{\text{sys}}, \text{cpu}_{\max}\} - 1 \tag{8.9}
\]

\[
\text{mem}_{\text{user}} = \begin{cases} 
\max\{|f|_{\text{ser}} + \text{cpu} \times \alpha \times \lceil s_{\text{single}}/n_p \rceil, 
\text{cpu} \times |M|_{\text{mem}} \}, \\
|f|_{\text{ser}} + \text{cpu} \times \alpha \times \lceil s_{\text{single}}/n_p \rceil 
\end{cases} \tag{8.10}
\]

161
\( \text{mem}_{dl} = \begin{cases} 
\text{(a) M is stored in PD User Memory:} & \text{cpu} \times |f|_{\text{mem}} \\
\text{(b) M is stored in DL Execution Memory:} & \max\{\text{cpu} \times |f|_{\text{mem}}, \text{cpu} \times |M|_{\text{mem}}\} 
\end{cases} \quad (8.11) 
\)

\[
\text{mem}_{\text{os,rsv}} + \text{mem}_{dl} + \text{mem}_{\text{user}} + \text{mem}_{\text{core}} \\
+ \text{mem}_{\text{storage}} < \text{mem}_{\text{sys}} 
\quad (8.12) 
\]

\[
n_p = z \times \text{cpu} \times n_{\text{nodes}}, \text{ for some } z \in \mathbb{Z}^+ 
\quad (8.13) 
\]

\[
\lceil s_{\text{single}}/n_p \rceil < p_{\text{max}} 
\quad (8.14) 
\]

If GPUs are available:

\[
\text{cpu} \times \max\{|f|_{\text{mem}_{\text{gpu}}}, |M|_{\text{mem}_{\text{gpu}}}\} < \text{mem}_{\text{GPU}} 
\quad (8.15) 
\]

Equation 8.9 caps \textit{cpu} and leaves a core for the OS. Equation 8.10 captures User Memory for reading CNN models for invoking the DL system, copying materialized feature layers from the DL system and memory needed for M–if M is stored in PD User Memory. As execution threads in a single worker have access to shared memory, the serialized CNN model need not be replicated. Equation 8.11 captures the maximum DL Execution Memory. \( \text{cpu} \times |f|_{\text{mem}} \) is the CNN inference memory needed. If the downstream ML model is also a DL model, DL Execution Memory should also account for holding \( M \). Equation 8.12 constrains the total memory as per Figure 8.4. If
there are GPUs, maximum GPU memory footprint $\text{cpu} \times \max\{|f|_{\text{mem, gpu}}, |M|_{\text{mem, gpu}}\}$ should be bounded by available GPU memory $\text{mem}_{\text{GPU}}$ as per Equation 8.15. Equation 8.13 requires $n_p$ to be a multiple of the number of worker processes to avoid skews, while Equation 8.14 bounds the size of an intermediate data partition as per system guidelines [1].

**Optimizer Algorithm.** Given our above observations, the algorithm is simple: linear search on $\text{cpu}$ to satisfy all constraints.\footnote{we explain our algorithm for the CPU-only scenario with an MLLib downstream model. It is straightforward to extend to the other settings.} Algorithm 7 presents it formally. If the for loop completes without returning, there is no feasible solution, i.e., System Memory is too small to satisfy some constraints, say, Equation 8.12. In this case, VISTA notifies the user, and the user can provision machines with more memory. Otherwise, we have the optimal solution. The other variables are set based on the constraints. We set $\text{join}$ to $\text{broadcast}$ if the predefined maximum broadcast data size constraint is satisfied; otherwise, we set it to $\text{shuffle}$. Finally, as per Section 8.3.2, $\text{pers}$ is set to $\text{serialized}$, if disk spills/cache misses are likely (based on the newly set $\text{mem}_{\text{storage}}$). This is a bit conservative, since not all pairs of intermediate tables might spill, but empirically, we find that this conservatism does not affect runtimes significantly (more in Section 8.4). We leave more complex optimization criteria to future work.

### 8.4 Experimental Evaluation

We empirically validate if VISTA is able to improve efficiency and reliability of feature transfer workloads. We then drill into how it navigates the tradeoff space.

**Datasets.** We use two real-world public datasets: *Foods* [17] and *Amazon* [137]. *Foods* has about 20,000 examples with 130 structured numeric features such as nutrition facts along with their feature interactions and an image of each food item. The target represents if the food is plant-based or not. *Amazon* is larger, with about 200,000 examples with structured features such
Algorithm 7 The VISTA Optimizer Algorithm.

1: **Inputs**: see Table 8.1(A)
2: **Outputs**: see Table 8.1(B)
3: for $x = \min\{cpu_{sys}, cpu_{max}\} - 1$ to 1 do
4:     $totalcores \leftarrow x \times n_{nodes}$
5:     $n_{p} \leftarrow \lceil \frac{s_{\text{single}}}{p_{\text{max}} \times totalcores} \rceil \times totalcores$
6:     $mem_{\text{worker}} \leftarrow mem_{\text{sys}} - mem_{\text{os,tfsv}} - x \times |f|_{\text{mem}}$
7:     $mem_{\text{user}} \leftarrow \max\{|f|_{\text{ser}} + x \times \alpha \times \lceil \frac{s_{\text{single}}}{n'_{p}} \rceil, x \times |M|_{\text{mem}}\}$
8:     if $mem_{\text{worker}} - mem_{\text{user}} > mem_{\text{core}}$ then
9:         $cpu \leftarrow x$
10:        $mem_{\text{storage}} \leftarrow mem_{\text{worker}} - mem_{\text{user}} - mem_{\text{core}}$
11:        $join \leftarrow \text{shuffle}$
12:        if $|T_{str}| < b_{\text{max}}$ then
13:            $join \leftarrow \text{broadcast}$
14:        $pers \leftarrow \text{deserialized}$
15:        if $mem_{\text{storage}} < s_{\text{double}}$ then
16:            $pers \leftarrow \text{serialized}$
17:        return $(mem_{\text{storage}}, mem_{\text{user}}, cpu, n_{p}, join, pers)$
18:    throw Exception(No feasible solution)

as price, title, and categories, as well as a product image. The target is the sales rank, which we binarize as a popular product or not. We pre-processed title strings to get 100 numeric features (an “embedding”) using Doc2Vec [176]. We convert the indicator vector of categories to 100 numeric features using PCA. All images are resized to $227 \times 227$ resolution, as needed by popular CNNs. Overall, Foods is about 300 MB in size; Amazon is 3 GB. While these can fit on a single node, multi-node parallelism helps reduce completion times for long running ML workloads; also note that intermediate data sizes during feature transfer can be even 50x larger.

**Workloads.** We use three ImageNet-trained deep CNNs: AlexNet [171], VGG16 [260], and ResNet50 [136], obtained from TF model zoo [11]. They complement each other in terms of model size [83]. We select the following layers for feature transfer from each: $\text{conv}5$ to $\text{fc}8$ from AlexNet ($|L| = 4$); $\text{fc}6$ to $\text{fc}8$ from VGG ($|L| = 3$), and top 5 layers from ResNet (from its last two layer blocks [136]). Following standard practices [287, 25], we apply max pooling on convolutional feature layers to reduce their dimensionality before using them for $M^4$.

---

$^4$Filter width and stride for max pooling are set to reduce the feature tensor to a $2 \times 2$ grid of the same depth.
Figure 8.6: End-to-end reliability and efficiency. “×” means the workload crashed. Overall, VISTA offers the best or near-best runtimes and never crashes, while the alternatives are much slower or crash in some cases.

**Experimental Setup.** We use a cluster with 8 workers and 1 master in an OpenStack instance on CloudLab, a free and flexible cloud for research [111]. Each node has 32 GB RAM, Intel Xeon @ 2.00GHz CPU with 8 cores, and 300 GB Seagate Constellation ST91000640NS HDDs. All nodes run Ubuntu 16.04. We use Spark v2.2.0 with TensorFrames v0.2.9, TensorFlow v1.3.0, and Ignite v2.3.0. Spark runs in standalone mode. Each worker runs one Executor. HDFS replication factor is three; input data is ingested to HDFS and read from there. Ignite is configured with memory-only mode; each node runs one worker. All runtimes reported are the average of three runs with 90% confidence intervals. We chose these systems due to their popularity but the takeaways from our experiments are applicable to other DL systems (e.g., PyTorch [228]) and PD systems (e.g., Greenplum [18]) as well.
8.4.1 End-to-End Reliability and Efficiency

We compare VISTA with five baselines: three naive and two strong. Lazy-1 (1 CPU per Executor), Lazy-5 (5 CPUs), and Lazy-7 (7 CPUs) capture the current dominant practice of layer at a time execution (Section 8.2). Spark is configured based on best practices [8, 19] (29 GB JVM heap, shuffle join, deserialized, and defaults for all other parameters, including \( n_p \) and memory apportioning). Ignite is configured with a 4 GB JVM heap, 25 GB off-heap Storage Memory, and \( n_p \) set to the default 1024. Lazy-5 with Pre-mat and Eager are strong baselines based on our tradeoff analyses in Section 8.3.2. In Lazy-5 with Pre-mat, the lowest layer specified (e.g., conv5 for AlexNet) is materialized beforehand and used instead of raw images for all subsequent CNN inference; Pre-mat is time spent on pre-materializing the lowest layer specified. Eager is an alternative plan explained in Section 8.3.2; we use 5 CPUs per Executor. For Lazy-5 with Pre-mat and Eager, we explicitly apportion CNN Inference memory, Storage Memory, User Memory, and Core Memory to avoid workload crashes. Note that Lazy-5 with Pre-mat and Eager actually need parts of our code from VISTA. As for \( M \), we run logistic regression for 10 iterations. Figure 8.6 presents the results.

Overall, VISTA improves reliability and/or efficiency across the board. On Spark-TF, Lazy-5 and Lazy-7 crash on both datasets for VGG16. On Ignite-TF, Lazy-7 crashes for all CNNs on Amazon, while for ResNet50, Lazy-7 on Foods also crashes. These are due to memory

---

Figure 8.7: (A) End-to-end reliability and efficiency on GPU. “×” is a workload crash. (B) Comparing TFT+Beam vs. VISTA on Foods/CPU.
related crash scenarios explained in Section 8.3.1. On Ignite-TF, *Eager* on *Amazon* also crashes for ResNet50 due to intermediate data exhausting the total available system memory. When *Eager* does not crash and the intermediate data fits in memory, its efficiency is comparable to *VISTA*, which validates our analysis in Section 8.3.2. However, when the size of the intermediate data does not fit in memory, as with *Amazon* on Spark for ResNet50, *Eager* incurs significant overheads due to costly disk spills. *Lazy-5 with Pre-mat* does not crash, but its runtimes are comparable to *Lazy-5* and mostly higher than *VISTA*. This is because the layers of AlexNet and ResNet are much larger than the images, which raises data I/O and join costs.

More careful tuning could avoid the crashes with *Lazy*. But that forces ML users to waste time wrestling with low-level systems issues—time they can now spend on further ML analysis. Compared to *Lazy-7*, *VISTA* is 62%–72% faster; compared to *Lazy-1*, 58%–92%. These gains arise because *VISTA* removes redundancy in partial CNN inference and reduces disk spills. Of course, the exact gains depend on the CNN and $L$: if more of the higher layers are tried, the more redundancy there is and the faster *VISTA* will be.

**Experiments on a GPU.** We ran GPU experiments on Spark-TensorFlow environment using the *Foods* dataset. Experimental setup is a single node machine with 32 GB RAM, Intel i7-6700 @ 3.40GHz CPU with 8 cores, 1 TB Seagate ST1000DM010-2EP1 SSD, and Nvidia Titan X (Pascal) 12GB GPU. Figure 8.7 presents the results. In this setup *Lazy-5* and *Lazy-7* crash with VGG16. For ResNet50, *Eager* takes significantly more time to complete compared to *VISTA* due to costly disk spills. Overall, the experimental results on both CPU and GPU settings confirm the benefits of an automatic optimizer such as ours for improving reliability and efficiency, which could reduce both user frustration and costs.

**Comparing against TF Transform+Beam.** TensorFlow Transform (TFT) [9] is a library for pre-processing input data for TF. It can wrap CNN models as pre-processing functions and be run on Apache Beam at scale to generate ML-ready features in TFRecord format. So, TFT is akin
to the role of TensorFrames in VISTA. We compare TFT+Beam against VISTA on Foods/ResNet50 with varying number of layers explored. For TFT+Beam, we first join the structured data with images and then extract and write out features for all the layers in one go (similar to our Eager plan). We then train a 3-layer MLP (each hidden layer has 1024 units) for 10 iterations using distributed TF/Horovod. We use Apache Flink (v1.9.2) as the backend runtime for Beam. For Flink, through trial and error, we chose a working configuration with a parallelism of 32, JVM heap of 25GB, and User Memory fraction of 60% (default 30%). Increasing the parallelism, reducing the heap size, and/or User Memory fraction resulted in various memory-related crashes. For VISTA we use Spark backend and use TF/Horovod to train the same downstream MLP. Figure 8.7 (B) presents the results.

When exploring only the last layer, TFT+Beam is slightly faster than VISTA. However, when exploring more layers, VISTA starts to clearly outperform TFT+Beam. This is because extracting all the layers in one go puts significant memory pressure on Flink, causing costly disk spills. VISTA’s staged materialization plan keeps the memory pressure to a minimum. The fact that we had to manually figure out a working configuration for Flink to run this workload underscores the importance of automatically tuning these parameters without any user intervention. It also shows that the trade-offs discussed in Section 8.3.1 are generally applicable when integrating DL and PD systems.

8.4.2 Accuracy

All approaches in Figure 8.6 (including VISTA) yield identical downstream models (and thus, same accuracy) for a given CNN layer. For both Foods and a sample of Amazon (20,000 records) datasets we evaluate the downstream logistic regression model test F1 score with (1) only using structured features, (2) structured features combined with “Histogram of Oriented Gradients (HOG)” [103] based image features, and (3) structured features combined with CNN based image features from different layers of AlexNet and ResNet. Figure 8.8 presents the results.
Figure 8.8: Test F1 scores for various sets of features for training a logistic regression model with elastic net regularization with $\alpha = 0.5$ and a regularization value of 0.01.

In all cases incorporating image features improves the classification accuracy, and CNN features offer significantly higher lift in accuracy than traditional HOG features. We saw F1 score lifts of 3% to 5% for the logistic regression model with feature transfer on test datasets (20% of the data). As expected, the lift varies across CNNs and layers. For instance, on Foods, structured features alone give 80.2% F1 score. Adding ResNet50’s conv-5-3 layer raises it to 85.4%, a large lift in ML terms. But using the last layer fc-6 gives only 83.5%. Amazon exhibited similar trends. These results reaffirm the need to try multiple layers and thus, the need for a system such as VISTA to simplify and speed up this process. We also tried a decision tree as the downstream ML model. For Foods it yielded a test F1 score of 88.5% and for Amazon an F1 score of 61.4%. However, in both cases incorporating CNN features didn’t improve the accuracy significantly. We believe this is because the depths of the conventional decision tree models are not large enough to reap the benefits of CNN features. We leave the analysis on the suitability of different ML models for CNN feature transfer for future work as it is orthogonal to our work.
8.4.3 Drill-Down Analysis of Tradeoffs

We now analyze how ViSTA navigates the tradeoffs explained in Section 8.3 using Spark-TF prototype of ViSTA. We use the less resource-intensive Foods dataset but alter it semi-synthetically for some experiments to study ViSTA runtimes in new operating regimes. In particular, when specified, vary the data scale by replicating records (say, “4X”) or varying the number of structured features (with random values). For uniformity sake, unless specified otherwise, we use all 8 workers, fix cpu to 4, and fix Core Memory to 60% of JVM heap. Other parameters are set by Algorithm 7. The layers explored for each CNN are the same as before.

Logical Execution Plan Decisions. We compare four combinations: Eager or Staged combined with inference After Join (AJ) or Before Join (BJ). We vary both |L| (dropping lower layers) and data scale for AlexNet and ResNet. Figure 8.9 shows the results. The runtime differences between all plans are insignificant for low data scales or low |L| on both CNNs. But as |L| or the data scale goes up, both Eager plans get much slower, especially for ResNet (Figure 8.9(2,4)); this is due to disk spills of large intermediate data. Across the board, AJ
Figure 8.10: Runtimes of physical plan choices for varying data scale and number of structured features.

Figure 8.11: Varying system configuration parameters. Logical and physical plan choices are fixed to Staged/AJ and Shuffle/Deser.

plans are mostly comparable to their BJ counterparts but marginally faster at larger scales. The takeaway is that these results validate our choice of using only Staged/AJ in VISTA, viz., Plan (E) in Figure 8.5.

**Physical Plan Decisions.** We compare four combinations: *Shuffle* or *Broadcast* join and *Serialized* (*Ser.*) or *Deserialized* (*Deser.*) persistence format. We vary both data scale and number of structured features (*|X_{str}|*) for both AlexNet and ResNet. The logical plan used is Staged/AJ. Figure 8.10 shows the results. On ResNet, all four plans are almost indistinguishable regardless of the data scale (Figure 8.10(2)), except at the 8X scale, when the *Ser.* plans slightly
outperform the *Deser.* plans. On AlexNet, the *Broadcast* plans slightly outperform the *Shuffle* plans (Figure 8.10(1)). Figure 8.10(3) shows that this gap remains as $|X_{str}|$ increases but the *Broadcast* plans crash eventually. On ResNet, however, Figure 8.10(4) shows that both *Ser.* plans are slightly faster than their *Deser.* counterparts but the *Broadcast* plans still crash eventually. The takeaway is that no one combination is always dominant, validating the utility of an automated optimizer like ours to make these decisions.

**Optimizer Correctness.** We vary $cpu$ and $n_{p}$ while explicitly apportioning the memory regions based on the chosen $cpu$ value. We pick *Staged*/ *After Join*/ *Shuffle*/ *Deser.* as the logical-physical plan combination. Figures 8.11(A,B) show the results for all CNNs. As explained in Section 8.3.3, the runtime decreases with $cpu$ for all CNNs, but VGG eventually crashes (beyond 4 cores) due to the blowup in CNN Inference Memory. The runtime decrease with $cpu$ is sub-linear though. To drill into this issue, we plot the speedup against $cpu$ on 1 node for data scale 0.25X (to avoid disk spills). Figure 8.12(C) shows the results: the speedups plateau at 4 cores. As mentioned in Section 8.3.3, this is as expected, since CNN inference dominates total runtimes and TF always uses all cores regardless of $cpu$. Overall, we can see that the VISTA optimizer (Algorithm 7) picks either optimal or near-optimal $cpu$ values; AlexNet: 7, VGG16: 4, and ResNet50: 7.

Figure 8.11(B) shows non-monotonic behaviors with $n_{p}$. At low $n_{p}$, Spark crashes due to insufficient Core Memory for the join. As $n_{p}$ goes up, runtimes go down, since Spark uses more parallelism (up to 32 cores). Eventually, runtimes rise again due to Spark overheads for running too many tasks. In fact, when $n_{p} > 2000$, Spark compresses task status messages, leading to high overhead. The VISTA optimizer (Algorithm 7) sets $n_{p}$ at 160, 160, and 224 for AlexNet, VGG, and ResNet respectively, which yield close to the fastest runtimes. The takeaway is that these settings involve non-trivial CNN-specific efficiency tradeoffs and thus, an automated optimizer like ours can free ML users from such tedious tuning.

**Scalability.** We evaluate the scaleup (weak scaling) and speedup (strong scaling) of the logical-physical plan combination of *Staged*/*After Join*/ *Shuffle*/ *Deserialized* for varying number
of worker nodes (and also data scale for scaleup). While CNN inference and $M$ are embarassingly parallel, data reads from HDFS and the join can bottleneck scalability. Figures 8.12 (A,B) show the results. We see near-linear scaleup for all 3 CNNs. But Figure 8.12 (B) shows that the AlexNet sees a markedly sub-linear speedup, while VGG and ResNet exhibit near-linear speedups. To explain this gap, we drilled into the Spark logs and obtained the time breakdown for data reads and CNN inference coupled with the first iteration of logistic regression for each layer. For all 3 CNNs, data reads exhibit sub-linear speedups due to the notorious “small files” problem of HDFS with the images [22]. But for AlexNet in particular, even the second part is sub-linear, since its absolute compute time is much lower than that of VGG or ResNet. Thus, Spark overheads become non-trivial in AlexNet’s case.

**Summary of Results.** \(\text{VISTA}\) reduces runtimes (even up to 10x) and avoids memory-related crashes by automatically handling the tradeoffs of logical execution plan, system configuration, and physical plan. Our new \textit{Staged} execution plan offers both high efficiency and reliability. CNN-aware system configuration for memory apportioning, data partitioning, and parallelism is critical. Broadcast join marginally outperforms shuffle join but crashes at larger scales. Serialized disk spills are marginally faster than deserialized. Overall, \textsc{VISTA} automatically optimizes such complex tradeoffs, freeing ML users to focus on their ML exploration.
8.5 Conclusion

The success of deep CNNs presents new opportunities for exploiting images and other unstructured data in data-driven applications that have hitherto relied mainly on structured data. But realizing the full potential of this integration requires data analytics systems to evolve and elevate CNNs as first-class citizens for query processing, optimization, and system resource management. We take a first step in this direction by integrating parallel dataflow and DL systems to support and optimize a key emerging workload in this context: feature transfer from deep CNNs. By enabling more declarative specification and by formalizing partial CNN inference, VISTA automates much of the data management and systems-oriented complexity of this workload and enables automated optimizations that improve system reliability and efficiency.

Chapter 8 contains material from “Vista: Optimized System for Declarative Feature Transfer from Deep CNNs at Scale” by Supun Nakandala and Arun Kumar, which appears in Proceedings of 2020 ACM SIGMOD International Conference on Management of Data. The dissertation author was the primary investigator and author of this paper. The code for our system is open source and is available on GitHub: https://github.com/AdaLabUCSD/Vista.
Chapter 9

NAUTILUS: Query Optimizations for DL Model Adaptation

9.1 Introduction

In this chapter, we dive deeper into our techniques for optimizing DL model adaptation workloads. DL model adaptation is an effective technique to mitigate the high training data and computation requirements of DL model building workloads. With model adaptation, one adapts the parameters of a pre-trained model instead of training a new model from scratch. Model adaptation is a form of transfer learning. In this chapter, we refer to model adaptation workloads simply as deep transfer learning (DTL) workloads.

Example Use Case: Consider a data scientist tasked to develop a named entity recognition model to identify disease entities from clinical text. She is provided a large unlabeled clinical text dataset. For this task, she decides to adopt the DTL paradigm. She downloads a pre-trained model (e.g., BERT [109]) from a model hub [284], removes the last few layers in the model, and adds a few new layers on top of it. She also freezes most of the pre-trained layers and trains only the new layers and the final few layers of the pre-trained model. She explores several freezing
schemes and training hyperparameter values (e.g., learning rates) to find the model with the best accuracy.

DTL leverages the fact that most of the features learned by a DL model when trained on a large dataset like Wikipedia are general enough to be reused in other similar settings. While both pre-trained and newly added layer parameters can be trained, one can freeze the parameters from most pre-trained layers as they are generic enough to be directly reused [245, 181, 229, 109]. This approach also reduces the chances of model overfitting [245, 200] and the compute costs as computations needed to update the frozen layers can be avoided. However, different freezing schemes and training hyperparameters can lead to different model accuracies. Hence, model selection is unavoidable for DTL. Overall, DTL significantly reduces the labeled data requirements (e.g., from millions to few thousand).

Even though DTL significantly reduces the large training data requirement, it does not eliminate it. Often, practitioners create training datasets by manually labeling the data. We also observed that in many domain applications, data labeling is seldom a one-off process [65, 73, 205, 254]. Practitioners often update the training dataset intermittently by labeling new data and evaluate the model accuracy to ensure that they have labeled a sufficient amount of data to train a model that meets their target accuracy.

**Example Use Case (Continued):** To create the labeled dataset for training, our data scientist adopts the *active learning paradigm* (AL) [205, 254]. AL operates in cycles. Each cycle, she labels a new batch of data and trains the model on all the labeled data up to that cycle. The model trained in the current cycle is used to sample the most informative data for the next cycle using some sampling technique (e.g., uncertainty, diversity [254]). Figure 9.1 (A, B) presents an illustration of her workflow.

AL is an emerging paradigm that focuses on reducing data labeling efforts and it too requires periodic model selection. However, AL is not the only paradigm that requires periodic
model selection during data labeling. For example, other popular data labeling approaches—such as simple manual annotation, crowd workers (e.g., SageMaker Ground Truth [253]), and programmatic supervision [238]—may also require periodic model selection to evaluate the benefit of labeling more data on model accuracy.

Figure 9.1: (A) Human labeler labels batches of most informative data. (B) A pre-trained model is adapted for a target task. (C) Our approach for optimized DTL model selection performs materialization and model fusion optimizations. (D) Contrasting the current practice and our approach on different trade-off spaces.
9.1.1 Current Practice and Inefficiencies

Today, one executes the DTL workload by training a DL model with frozen layers as it is and repeats the process for all model selection cycles [97, 205]. This leads to incurring redundant computations in frozen layers as they are repeatedly invoked with the same inputs to generate the same output. We identify three types of redundancies:

- **Redundancies across training epochs**: DL model training is iterative. Each iteration, also called an epoch, reads the full dataset and feeds it through the layers. This leads to redundant computations across training epochs.

- **Redundancies across models**: Practitioners have to perform model selection where they explore several different layer freezing schemes and training hyperparameters (e.g., learning rate, batch size). Thus, a model selection workload can contain models that share frozen layers. Independently training them leads to redundant computations across models.

- **Redundancies across model selection cycles**: Model selection is repeated for every new snapshot of training data. This leads to redundant computations across model selection cycles.

Overall, these redundancies are problematic, at least for three main reasons. First, they increase the model selection runtimes and impede human productivity. Human labelers may have to wait longer until model selection completes to proceed to the next data labeling cycle. Second, they lead to higher monetary costs, especially in pay-as-you-go environments in the cloud. Third, they also lead to significantly higher energy consumption and associated environmental issues, which are expected to further amplified by the wide adoption of DL in many domains [68].
9.1.2 Our Proposed Approach

In this work, we use a database-inspired lens to formalize, optimize, and accelerate the DTL model selection in the presence of frozen layers. We reimagine DTL model selection as a novel instance of *multi-query optimization* (MQO) [250] and perform two data management-inspired optimizations:

- **Materialization Optimization:** We materialize intermediate layer outputs from a chosen set of frozen layers on the first time they are computed and avoid repeated recomputations. However, the size of the intermediate layer outputs can be orders of magnitude (even up to 100X) larger than the input data, and it may not be possible to materialize all frozen layers due to storage constraints [126]. Even if it is possible to materialize all frozen layers, it may be the case that some outputs can be computed faster using others instead of loading them. Therefore, the challenge is to pick an optimal set of frozen layers that can reduce model selection runtimes subject to a storage budget as shown in Figure 9.1 (D). This optimization is an instance of view selection being combined with MQO to optimize DL workloads [96]. By doing so, we reduce all three types of computational redundancies.

- **Model Fusion Optimization:** Even after the materialization optimization, there can be remaining frozen layers shared among models in the workload. Thus, we propose model fusion optimization, which is inspired by pipelined multi-query execution in relational query processing [104]. It builds on top of our materialization optimization and reduces the redundant computations by fusing multiple models and eliminating frozen common sub-expressions in the models. It also amortizes model training overheads and I/O overheads [203]. However, excessive model fusion can increase the runtime memory footprint and cause workload crashes. The challenge is to pick an optimal set of models to be fused, such that it reduces model selection runtimes subject to a runtime memory budget as shown in Figure 9.1 (D).
Our optimization techniques are orthogonal to the data labeling scheme used. Thus, we can support all kinds of data labeling schemes—such as active learning, simple manual labeling, crowd workers, and programmatic supervision—in a unified manner.

We implement our techniques into a system we call NAUTILUS. It runs on top of the popular DL libraries Keras and TensorFlow [54]. NAUTILUS is tailored to limited-resource settings such as workstations and personal computers, which cover a vast majority of DTL use cases [205]. NAUTILUS provides easy-to-use APIs to specify the DTL workload over evolving training data and optimizes DTL model selection. We evaluate NAUTILUS empirically on five workloads, including one from an influential NLP publication [109], on two benchmark ML datasets: CoNLL [271] and Malaria [235]. NAUTILUS avoids many compute redundancies and significantly reduces training and I/O overheads, enabling up to 5X reductions in model selection runtimes. Thus, NAUTILUS significantly reduces system resource costs and also improves human productivity (i.e., less waiting time between model selection cycles) for DTL workloads. Overall, this work makes the following contributions:

- To the best of our knowledge, this is the first work to formalize and optimize deep transfer learning (DTL) workloads over evolving training data from a data management standpoint.

- We reimagine iterative training of DL models with frozen layers as a new instance of MQO and present a materialization optimization technique to reduce redundant computations of DTL workloads.

- We present model fusion optimization, which builds on top of our materialization optimization, to further reduce redundant computations and model training overheads of DTL workloads.

- We implement our ideas into a data system called NAUTILUS and perform an extensive empirical evaluation using 5 end-to-end workloads on two benchmark ML datasets. NAU-
Table 9.1: Notation used in Section 9.2

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M = (L, E)$</td>
<td>A DL model with $L$ layers and $E$ edges.</td>
</tr>
<tr>
<td>$f(l)$</td>
<td>$f(l) = True/False$. Function indicating layer $l$ is frozen during model training.</td>
</tr>
<tr>
<td>$m(l)$</td>
<td>$m(l) = True/False$. Function indicating layer $l$ is materializable.</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Set of training hyperparameters.</td>
</tr>
<tr>
<td>$Q$</td>
<td>$Q = {(M_1, \phi_1), \ldots, (M_n, \phi_n)}$. Set of model and training hyperparameter pairs.</td>
</tr>
<tr>
<td>$D$</td>
<td>Labeled dataset. $D_k$ corresponds to the dataset snapshot at time $k$. $D_{k}^{\text{train}}$ and $D_{k}^{\text{valid}}$ are training and validation splits of $D_k$, respectively.</td>
</tr>
<tr>
<td>$g(M, \phi, D)$</td>
<td>$g(M, \phi, D)$. Training function that takes in $M$, $\phi$, and $D$. After training $M$ using $\phi$ on $D_{k}^{\text{train}}$, returns the model accuracy on $D_{k}^{\text{valid}}$.</td>
</tr>
<tr>
<td>$\Delta L^+, \Delta L^-$</td>
<td>Added ($\Delta L^+$) or removed ($\Delta L^-$) layers.</td>
</tr>
<tr>
<td>$\Delta E^+, \Delta E^-$</td>
<td>Added ($\Delta E^+$) or removed ($\Delta E^-$) edges.</td>
</tr>
<tr>
<td>$\Delta D_k^+$</td>
<td>New labeled data for the model selection cycle $k$.</td>
</tr>
</tbody>
</table>

TILUS reduces DTL model selection runtimes by up to 80% in some cases.

Outline: Section 9.2 formalizes the workload. Section 9.3 provides an overview of NAU-TILUS and implementation details. Section 9.4 dives into the system optimizations. Section 9.5 presents the experiments and we conclude in Section 9.6.

9.2 Preliminaries

We present the formal problem description. The notation used is explained in Table 9.1.
9.2.1 Definitions and Data Model

We start by defining some terms and notation to formalize the DTL workload. We will use these terms in the rest of this chapter.

**Definition 9.2.1** A layer is a function \( l \) that takes a list of input tensors \( t_1, t_2, \ldots, t_m \) \((m \geq 1)\) of fixed shape and outputs a tensor \( t' = l(t_1, t_2, \ldots, t_m) \) of potentially different, but fixed shape. A list of tensors \( t_1, t_2, \ldots, t_m \) are said to be shape-compatible with \( l \) iff their shapes conform to what \( l \) expects for its inputs.

**Definition 9.2.2** A model \( M = (L, E) \) is a directed acyclic graph (DAG) of layers \( L = l_1, \ldots, l_n \) and edges \( E \) between the layers.

**Definition 9.2.3** A layer \( l \) is frozen if its learnable parameters are not updated during training. A layer with no learnable parameters is also frozen. \( f(l) \) is a function that indicates a layer \( l \) is frozen or not.

Frozen layers incur redundant computations. However, a frozen layer that has a non-frozen ancestor doesn’t incur redundant computations. Thus, we introduce the notion of a materializable layer to identify layers that will contribute to redundant computations.

**Definition 9.2.4** A layer \( l \) is materializable if it’s a model input layer (i.e., \( l \in I \)) or is a frozen layer with all its parent layers being materializable. \( m(l) \) is a function that indicates a layer \( l \) is materializable or not.

9.2.2 Workload Formalization

We are given a candidate set of model and training hyperparameter pairs \( Q = \{(M_i, \phi_i) : i \in 1 \ldots n\} \). Each candidate model \( M_i \) is adapted from a source pre-trained model \( M_{src} = (L_{src}, E_{src}) \) and its pre-trained layers are frozen according to some scheme. We assume that we have access to
a model training function that trains a candidate model $M_i$ using hyperparameters $\phi_i$ on a training split of $D^{\text{train}}_k$ and returns validation accuracy on a validation split $D^{\text{valid}}_k$. We represent this model training function as $g(M_i, \phi_i, D_k)$. We then perform model selection to find the best candidate model based on validation accuracy and repeat it whenever the dataset snapshot changes from $D_k$ to $D_{k+1}$. More precisely, we describe the workload as follows:

$$\forall D_k \in \{D_0, D_1, \ldots \}:$$

$$\arg \max_{(M_i, \phi_i) \in Q} g(M_i, \phi_i, D_k) \tag{9.1}$$

$$M_i = (L_i, E_i) \tag{9.2}$$

$$L_i = \Delta L^+ \cup (L_{\text{src}} - \Delta L^-), \quad E_i = \Delta E^+ \cup (E_{\text{src}} - \Delta E^-)$$

$$\Delta E^+ \subseteq (\Delta L^+ \times \Delta L^+) \cup (L_{\text{src}} \times \Delta L^+) \tag{9.3}$$

$$\cup (\Delta L^+ \times L_{\text{src}}) \cup (L_{\text{src}} \times L_{\text{src}})$$

$$D_{k+1} = D_k \cup \Delta D^+_k \tag{9.4}$$

Equation 9.1 captures the model selection step. Equation 9.2 captures the structure of a candidate model $M_i$, which is obtained by adding a new set of layers $\Delta L^+$ and edges $\Delta E^+$ to $M_{\text{src}}$ and removing a set of existing layers $\Delta L^- (\subset L_{\text{src}})$ and edges $\Delta E^- (\subseteq E_{\text{src}})$ from $M_{\text{src}}$, while ensuring the DAG structure and the shape compatibility of all layer inputs. Equation 9.3 captures the structure of $\Delta E^+$, which has four different types of edges based on the originating and terminating layer type. Finally, Equation 9.4 captures how the next labeled data snapshot
9.2.3 Popular Model Adaptation Schemes

We found three model adaptation schemes that are popular among practitioners: features transfer, adapter training, and fine-tuning. They can be treated as special cases of our general workload formalization that impose specific structural properties on the newly added edges $\Delta E^+$ and the layer freezing scheme.

- **Feature Transfer**: In this scheme, one freezes all layers in $L_{src}$ (i.e., $f(l) = True, \forall l \in L_{src}$) and restricts $\Delta E^+$ to only contain edges between newly added layers or edges from a source model layer to a newly added layer (i.e., $\Delta E^+ \subseteq (\Delta L^+ \times \Delta L^+) \cup (L_{src} \times \Delta L^+)$). Common practice is to add new layers on top of the penultimate layer, any other top-level layer, or a collection of top-level layers in $M_{src}$ [109]. The structure of an example $M_i$ that uses the feature transfer scheme is shown in Figure 9.2 (B).

- **Fine-Tuning**: This scheme is similar to feature transfer but there is at least one pre-
trained layer $l$ in the adapted model that is unfrozen (i.e., $f(l) = False$). Parameters of all such layers along with the parameters of the newly added layers $\Delta L^+$ are learned during training [109]. While one can unfreeze all layers in $M_{src}$, researchers have shown that freezing most of the lower-level layers in $M_{src}$ and fine-tuning only the top few layers can achieve similar results to fine-tuning all layers [181]. This also avoids the risk of pre-trained information in $M_{src}$ getting overwritten due to overfitting, which can easily happen in transfer learning settings with limited training data [245, 200]. The structure of an example $M_i$ which uses the fine-tuning scheme is shown in Figure 9.2 (C).

- **Adapter Training:** In this scheme, one freezes most of the layers in $L_{src}$, but not necessarily all (i.e., $f(l) = True, \exists l \in L_{src}$). However, $\Delta E^+$ can be more general with having edges between newly added layers, edges going from source model layers to newly added layers, and also edges going from newly added layers to source model layers (i.e., $E^+ \cap (L^+ \times L_{src}) \neq \phi$). The common practice is to add small bottleneck layers called adapters between the layers of $M_{src}$ [239, 230, 143]. While one can add adapters to all layers in $M_{src}$, researchers have shown that adding adapters only to the top-level layers can be as effective as adding adapters to all the layers [244]. The structure of an example $M_i$ which uses the adapter training scheme is shown in Figure 9.2 (D).

**Model Selection for Popular Approaches:** Model selection is unavoidable for any DL model training as one has to tune the training hyperparameters like batch size, regularization, learning rate, and number of training epochs. In addition to the above common training hyperparameters, popular transfer learning schemes also need additional architectural tuning. For example, feature transfer needs exploring features from several layers or layer combinations. Fine-tuning needs exploring different layer freezing schemes (e.g., up to which layer to freeze?). Adapter training also needs exploring different adapters and adapter placement schemes (e.g., to which layers to add adapters?). It has been shown that all these schemes can be equally
competitive for a wide variety of transfer learning tasks [229, 245]. Thus, practitioners need to explore multiple schemes before picking the best one.

9.3 System Overview

We implement NAUTILUS on top of TensorFlow and Keras libraries. NAUTILUS optimizes DTL model selection. It has 5 main components: API, Profiler, Optimizer, Materializer, and Trainer. Figure 9.3 presents the architecture of NAUTILUS. Next, we provide details on NAUTILUS’s components.

- **API**: NAUTILUS’s API is inspired by libraries like Scikit-Learn and Keras. Users create a model selection object by specifying a parameter search space and a user-defined model initialization function. The model initialization function encapsulates the logic to interpret the search parameter values. It takes in an instance of parameter values \( \phi_i \) and returns a Keras model ready to be trained. Thus, NAUTILUS can support both architectural tuning parameters (e.g., which layers to add, prune, or freeze) and training hyperparameters (e.g., learning rate) in a unified manner. Users can also override the default system config
values used by the optimizer. These include storage and runtime memory budget, expected maximum number of training records, disk throughput, and compute throughput values. Users initiate model selection by calling the `fit(...)` method and passing a batch of training and validation data. It is called for every model selection cycle.

- **Profiler:** When a user initializes a workload, **NAUTILUS** internally invokes its Profiler. Profiler invokes the user-defined model initialization function to initialize all models, profiles them, and finally stores the initialized model checkpoints on disk. Model checkpoints are artifacts consisting of model architecture, weights, and the optimizer. They capture all the details that the DL framework needs to train the model. For profiling, it uses the features available in TensorFlow. The profiling information includes shapes of all intermediate output tensors and the forward-pass layer compute costs in FLOPs.

- **Optimizer:** The optimizer takes in the profiling information and system configuration values and generates an optimized model training plan. The optimized plan combines both our materialization and model fusion optimizations. Due to the model fusion optimization, an optimized plan can correspond to more than one model in the original model selection workload. It then generates the model checkpoints for the optimized model training plan by reading the original model checkpoints and stores the new model checkpoints on disk. It also creates a model checkpoint that is used to generate the outputs of the chosen materialized layers. We discuss system optimizations in more detail in Section 9.4.

- **Materializer:** When a user initiates a model selection step by passing a new batch of labeled data, the API calls the Materializer to update both the labeled dataset and outputs of chosen materialized layers. The Materializer reads the output materialization model checkpoint, generates the intermediate outputs, and stores them on disk. One could also store the outputs in DRAM. However, their size can be significant (e.g., 10s of GBs) and
can exhaust DRAM. Also, DL models are often compute-intensive, and I/O overheads can be mitigated by prefetching. Thus, if there is excess DRAM available, we rely on the OS disk cache to cache the intermediate outputs.

- **Trainer:** The Trainer trains the models on the labeled training dataset according to the optimizer-generated training plan and saves the trained model parameters on disk. It extends the model training feature in Keras to support training a model with multiple optimizers with each optimizer operating on a separate trainable branch of a model. This feature is needed for our model fusion optimization, which we discuss in more detail in Section 9.4.3. Finally, the Trainer returns the model that has the best validation accuracy back to the user.

In the current version, the Trainer supports single-node model training with or without GPU support. If multiple GPUs are available, the Trainer can also train models in data-parallel manner. We have focused on supporting DL models that fit in single-node/device memory during training (i.e., DRAM for CPU training and GPU’s memory for GPU training) as many practical DTL applications operate in low-resource settings. Furthermore, the runtime memory usage of DL models is significantly reduced by pre-trained layer freezing, making most DTL models trainable on single-node/device memory. We discuss more details about runtime memory usage in Section 9.4.3.

### 9.4 System Optimizations

We first introduce the notion of *multi-model graph*, the core data structure used by our optimizations. We then dive into more details of our optimizations. We conclude the section by characterizing the attainable theoretical speedups. Table 9.2 presents the additional notation used in this section.
Table 9.2: Additional Notation used in Section 9.4

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$, $O$</td>
<td>Input ($I$) and output ($O$) layers in model $M$.</td>
</tr>
<tr>
<td>$U$, $V$</td>
<td>Materializable ($U$) and materialized ($V$) layers in model $M$.</td>
</tr>
<tr>
<td>$B_{disk}$, $B_{mem}$</td>
<td>Disk storage budget ($B_{disk}$) and runtime memory budget ($B_{mem}$).</td>
</tr>
<tr>
<td>$M^{opt}$</td>
<td>Optimal reuse plan model for $M$.</td>
</tr>
<tr>
<td>$c_{comp}(l)$, $c_{load}(l)$</td>
<td>Functions for estimating the computation cost and data load cost of layer $l$.</td>
</tr>
<tr>
<td>$s_{disk}(l)$, $s_{mem}(l)$</td>
<td>Functions for estimating the storage usage and runtime memory usage of layer $l$.</td>
</tr>
<tr>
<td>$C(M)$</td>
<td>Training cost of model $M$.</td>
</tr>
<tr>
<td>$s_{mem}(M)$</td>
<td>Peak memory usage for training model $M$.</td>
</tr>
<tr>
<td>$q(l, M)$</td>
<td>$q(l, M) = \text{is a function indicating the layer } l \text{ is pruned, present and computed, or present and loaded (i.e., } l \in I \text{) in } M.$</td>
</tr>
<tr>
<td>$r$</td>
<td>Expected maximum training data records.</td>
</tr>
</tbody>
</table>

9.4.1 Multi-Model Graph

We create an information graph composed of all candidate models in a model selection workload, which we call a multi-model graph. It is inspired by the AND view graph in relational multi-query optimization [133]. But we adapt it to the DL model selection context by leveraging the properties of DL models and training. Next, we define some helper terms and formalize the multi-model graph.

Definition 9.4.1 An expression for a layer $l$ in a model $M$ is a DAG of layers with model input layers $I$ as sources and $l$ as the sink.

Definition 9.4.2 An expression is a materializable expression, iff the sink layer of the corre-
sponding DAG is materializable.

**Definition 9.4.3** Two layers $l_i$ and $l_j$ are said to be **identical**, i.e., $l_i \equiv l_j$, if both of them are of the same type, have identical configuration values, and identical trainable parameter values. Two expressions $e_i$ and $e_j$ are said to be identical, i.e., $e_i \equiv e_j$, if both of them have the same DAG structure and all corresponding layer pairs are identical.

**Definition 9.4.4** A model $M = (L, E)$ is called a **multi-model graph** for the models $M_1, M_2, \ldots, M_n$, iff for every output layer of every $M_i$, there is an expression in $M$ that is identical to the expression of $M_i$'s corresponding output layer.

**Constructing the Multi-Model Graph:** For a model selection workload with a set of models $M_1, M_2, \ldots, M_n$, we construct the multi-model graph $M$ by merging all the materializable identical sub-expressions in them. If layer $l$ in model $M_i$ is materializable (i.e., $l \in U_i$), the corresponding layer $l$ in the multi-model $M$ is also materializable (i.e., $l \in U$), and vice-versa. Only the materializable layers in the multi-model need to be considered for materialization (i.e., $V \subseteq U$). We use 4 metrics to capture the runtime and layer output characteristics of all layers in $M$. They can be obtained by profiling the original models in the workload. We represent these values normalized for a single training record. They include:

- $c_{\text{comp}}(l)$, which captures the layer **computation cost** in terms of floating-point operations (FLOPS). It includes both the forward- and backward-pass computation costs. The forward cost can be directly obtained from the profiling information. However, profiling information provided by DL frameworks often does not include backward-pass cost. Hence, as per the standard practice [128, 62], we use the forward cost to estimate the backward cost. For a trainable (i.e., not frozen) layer, we set it to thrice the number of forward-pass FLOPs to account for forward-pass, input gradient, and parameter gradient computations. For a frozen but not materializable layer, we set it to twice the number of forward-pass FLOPs to
account for both forward and input gradient computations. For a materializable layer, we set it to the forward-pass FLOPs as there is no back-propagation happening.

- \( s_{\text{disk}}(l) \), which captures the layer \textbf{output size on disk} in Bytes. We estimate it using the output tensor dimensions and data type.

- \( c_{\text{load}}(l) \), which captures the layer \textbf{output loading cost from disk} in terms of missed compute FLOPs. We calculate it by first estimating the disk read time and multiplying it by the FLOPs throughput of the system. We ignore the data transfer time from DRAM to GPU memory as disk load time dominates the total time. Both compute throughput and disk read speed affect \( c_{\text{load}}(l) \). We use pre-configured values for them, which match the characteristics of the available hardware.

- \( s_{\text{mem}}(l) \), which captures the layer \textbf{output size in memory} in Bytes. We estimate it using the output tensor dimensions and data type, similar to the on-disk output size. However, for a composite layer that consists of several basic layers (e.g., a transformer layer composed of several dense, addition, and layer normalization layers [274]), we estimate it by summing the size of all child layer output tensors. We treat composite layers differently to account for all the intermediate output tensors that the backward-pass may need. We explain this in more detail in Section 9.4.3.

### 9.4.2 Materialization Optimization

We formally present our materialization optimization problem and present a mixed-integer linear programming-based solution.
Materialization Optimization Problem

Our goal is to find an optimal set of intermediate layer outputs to materialize subject to a storage constraint. Given a set of such layers, we rewrite the model graphs to reuse these intermediate outputs during training. We assume that the model selection workload is fixed and repeated for all model selection cycles. Thus, we focus on materialization optimization for a single model selection cycle. Intermediate layer materialization incurs compute and I/O costs. However, it is amortized by the iterative DL model training costs, which get further amplified by multiple candidate models and multiple model selection cycles. Therefore, we ignore the computation and I/O costs for materializing the chosen layers and optimize for minimizing the total model training time. We estimate the storage footprint using a pre-configured maximum number of records $r$ and reuse the obtained optimal materialization plan for all model selection cycles until the training dataset size reaches that limit. We explain how we relax the max training records constraint in Section 9.4.2.

Let $M = (L, E)$ be the multi-model graph for the set of models $\{M_i = (L_i, E_i) : \forall i = 1, \ldots, n\}$. $U$ is the set of materializable layers in $M$ and $V$ is the optimal set of materialized layers ($V \subseteq U$). $I_i$ and $O_i$ are the input and output layers of $M_i$, respectively. $C(M)$ is a function that estimates the training cost of model $M$ (for one input record in FLOPs) and $q(l, M)$ is a function that indicates the presence of layer $l$ in model $M$. We first introduce the notion of an optimal reuse plan model that captures how we should rewrite a model graph to reuse the materialized layer outputs in $V$ and then explain how we find $V$.

**Definition 9.4.5** $M_i^{opt}$ is called the **optimal reuse plan model** for $M_i$, iff

1. It has the same output layers as $M_i$ (i.e., $O_i^{opt} = O_i$).
2. Every layer $l$ in $M_i^{opt}$ is also in $M_i$ (i.e., $L_i^{opt} \subseteq L_i$).
3. For every layer $l$ in $M_i^{opt}$, parents of $l$ in $M_i^{opt}$ are same as its parents in $M_i$; or $l$ is in $V$ (i.e., $l \in V$).
Figure 9.4: Valid reuse plan model options for a model with materializable layers.

4. Has the lowest training cost \( C(M_{\text{opt}}^i) \) out of all such candidates.

Training \( M_{\text{opt}}^i \) is equivalent to training \( M_i \) as both perform logically equivalent operations. \( M_{\text{opt}}^i \) can be obtained from \( M_i = (L_i, E_i) \) by taking one of the following three actions for every layer \( l \in L_i \): (1) pruning i.e., \( q(l, M_{\text{opt}}^i) = \text{pruned} \), (2) retaining and computing i.e., \( q(l, M_{\text{opt}}^i) = \text{computed} \), and (3) retaining and loading as an input i.e., \( q(l, M_{\text{opt}}^i) = \text{loaded} \). Figure 9.4 shows an example model graph and several valid reuse plan models. We estimate the training cost of an optimal reuse plan model \( C(M_{\text{opt}}^i) \) by summing all layer compute costs and input loading costs as follows:

\[
\begin{align*}
C(M_{\text{opt}}^i) &= \sum_{l \in L_i} \mathbb{1}\{q(l, M_{\text{opt}}^i) = \text{computed}\} \cdot c_{\text{comp}}(l) \\
&\quad + \mathbb{1}\{q(l, M_{\text{opt}}^i) = \text{loaded}\} \cdot c_{\text{load}}(l)
\end{align*}
\]

Equation 9.5 makes the simplifying assumption that layer computations and input loadings do not overlap during training. However, DL model training operates in pipelined fashion on mini-batches of training data, and it may be possible to hide some of the data load costs by pre-fetching the data. Nevertheless, our formulation provides a reasonable upper bound for the total model training cost that is sufficient for our purpose.
With the optimal reuse plan model $M^\text{opt}_i$ and its training cost $C(M^\text{opt}_i)$ defined, the materialization optimization problem can be formally expressed as follows:

$$\arg\min_{V, M^\text{opt}_i \forall i \in \{1, \ldots, n\}} \sum_{i=1}^{n} C(M^\text{opt}_i) \cdot r \cdot \text{epochs}(\phi_i)$$ \hspace{1cm} (9.6)

subject to:

$$\sum_{l \in V} s(l) \cdot r \leq B_{\text{disk}}$$ \hspace{1cm} (9.7)

Equation 9.6 minimizes the total model training time. The model training time of a single model $M_i$ is estimated by multiplying the training cost of the corresponding optimal reuse plan model $M^\text{opt}_i$, the maximum number of training records $r$, and the number of training epochs $\text{epochs}(\phi_i)$. $\text{epochs}(\phi_i)$ is a training hyperparameter provided by the user. Equation 9.7 ensures that the materialized layer outputs do not exhaust the disk storage budget $B_{\text{disk}}$.

**Mixed Integer Linear Programming Formulation**

We present a mixed-integer linear programming (MILP) formulation of the materialization optimization problem. To our knowledge, this is the first time an MILP formulation is used for materialization optimization in a DL systems context, although it has been previously used in other data management contexts [96]. Applying MILP techniques to this problem is possible because of our multi-model graph formalization, which we generate by leveraging the DAG nature and the presence of frozen layers in DL model graphs.

Let $l_{i,j}$ be the $j^{th}$ layer of the $i^{th}$ model $M_i = (L_i, E_i)$ in the multi-model $M$. $u_k$ is the $k^{th}$ layer of the set of materializable layers $U$ in $M$. We introduce three sets of binary indicator variables $X$, $Y$, and $Z$ as follows:
for all $i \in \{1, \ldots, n\}$, $j \in \{1, \ldots, |L_i|\}$, $k \in \{1, \ldots, |U|\}$

\begin{itemize}
  \item[(a)] $X_{i,j} = 1 \{ q(l_j, M_{i,\text{opt}}^\text{pruned}) \neq \text{pruned} \}$
  \item[(b)] $Y_{i,j} = 1 \{ q(l_j, M_{i,\text{opt}}^\text{computed}) = \text{computed} \}$
  \item[(c)] $Z_k = 1 \{ u_k \in V \}$
\end{itemize}

$X_{i,j}$ indicates whether the $j^{th}$ layer of $M_i$ is present in $M_{i,\text{opt}}^\text{pruned}$. $Y_{i,j}$ indicates whether the $j^{th}$ layer of $M_i$ is computed in $M_{i,\text{opt}}^\text{computed}$. $X_{i,j}$ and $Y_{i,j}$ collectively determine $q(l_i, M_{i,\text{opt}})$. $Z_k$ indicates whether the materializable layer $u_k$ of $M$ is materialized. With these indicator variables defined, the MILP-based approach for the materialization optimization problem can be expressed as follows:

\begin{equation}
\arg\min_{X,Y,Z} \sum_{i,j} (X_{i,j} \cdot c_{\text{load}}(l_{i,j}) + Y_{i,j} \cdot (c_{\text{comp}}(l_{i,j}) - c_{\text{load}}(l_{i,j}))) \cdot r \cdot \text{epochs}(\phi_i)
\end{equation}

subject to:

\begin{itemize}
  \item[(a)] $l_{i,j} \in O \implies X_{i,j} \geq 1, \forall i,j$
  \item[(b)] $X_{i,j} - Y_{i,j} \geq 0, \forall i,j$
  \item[(c)] $\sum_{l_{i,k} \in \text{parents}(l_{i,j})} X_{i,k} - Y_{i,j} \geq 0, \forall i,j$
  \item[(d)] $u_k \equiv l_{i,j} \implies X_{i,j} - Y_{i,j} \leq Z_k, \forall i,j,k$
  \item[(e)] $\sum_{u_k \in U} Z_k \cdot s_{\text{disk}}(u_k) \cdot r \leq B_{\text{disk}}$
\end{itemize}

Equation 9.9 is equivalent to the optimization objective presented in Equation 9.6. Equation 9.10 (a) ensures that output layers of all models are not pruned and avoids the trivial solution
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where all layers are pruned. Equation 9.10 (b) ensures a computed layer is not pruned and Equation 9.10 (c) ensures parents of a computed layer are also not pruned. Equation 9.10 (d) ensures that only the materialized layers are loaded from the disk and Equation 9.10 (e) ensures that the cumulative size of the materialized layers does not exhaust the storage budget, which is equivalent to Equation 9.7.

Given the above, a straightforward approach to optimization is to use an MILP solver like Gurobi [134]. \( Z \) indicates the materialized layers and \( X \) and \( Y \) can be used to construct the optimal reuse plan models. If disk storage budget is not a critical resource, \( Z \) may contain materialized layers that do not get used in reuse plan models. Such layers can be discarded using a post-processing step. It can be shown that the above materialization optimization problem is NP-hard using a reduction from the known NP-hard Knapsack problem [286, 166]. However, we found that an MILP solver-based approach finds the optimal solution within a short execution time (e.g., few 10s of seconds) at the scale of practical DTL model selection workload sizes. We provide more details on MILP execution time in Section 9.5.3.

**Incremental Feature Materialization**

For a new batch of labeled data, we materialize it and also incrementally update the outputs of the chosen materialized layers. We repeat this until the pre-configured maximum number of training records \( r \) is reached. When we reach the maximum number of training records, we use an exponential backoff scheme with a factor of 2 to update \( r \) (i.e., \( r \leftarrow 2 \times r \)). We then rerun the materialization optimization to find a new set of materialized layers and materialize them. Overall, our exponential backoff scheme to update \( r \) provides a good balance between materialization overheads and storage wastage.
Algorithm 8: FuseModels($Q, B_{\text{mem}}, V$)

1: $Q' = \{ (M_i, M_i^{\text{opt}}, \phi_i) \mid \forall i \in [1, \ldots, |Q|] \}$
2: while there are not-considered fusible model pairs in $Q'$ do
3:   $P = \{ (i, j) \mid \text{all not-considered fusible model pair indices} \}$
4:   $M_{i,j} \leftarrow \text{multi-model for } M_i \text{ and } M_j, \forall (i, j) \in P$
5:   $M_{i,j}^{\text{opt}} \leftarrow \text{optimal reuse plan model for } M_{i,j}, \forall (i, j) \in P$
6:   $c_{i,j} \leftarrow C(M_{i,j}^{\text{opt}}) + C(M_{i,j}^{\text{opt}}) - C(M_{i,j}^{\text{opt}}), \forall (i, j) \in P$
7:   $i^*, j^* \leftarrow \text{arg max}_{(i,j) \in P} c_{i,j}$, such that $s_{\text{mem}}(M_{i,j}^{\text{opt}}) \leq B_{\text{mem}}$
8:   $Q' \leftarrow Q' \cup \{ (M_{i^*,j^*}, M_{i^*,j^*}^{\text{opt}}, \phi_{i^*} \cup \phi_{j^*}) \}$
9:   $Q' \leftarrow Q' \setminus \{ (M_{i^*,j^*}, M_{i^*,j^*}^{\text{opt}}, \phi_{i^*}), (M_{j^*,j^*}, M_{j^*,j^*}^{\text{opt}}, \phi_{j^*}) \}$
10: return $\{ (M_i, \phi_i) \mid \forall i \in 1, \ldots, |Q'| \}$

9.4.3 Model Fusion Optimization

In model fusion, we partition the set of models into groups such that the fused models corresponding to the partitions reduce the redundant computations with the highest margin while ensuring the runtime memory budget $B_{\text{mem}}$ is not exhausted. We first explain our approach for finding such a partitioning. We then explain how to adapt the optimal reuse plan model for the fused model setting and also explain how we estimate fused model memory footprint.

Partitioning the Set of Models

We leverage the pipelining nature of the mini-batch SGD training method to train a fused model, which operates on one mini-batch at a time. We also ensure that all models in a partition have the same training batch size. Otherwise, they cannot be fused during training. Given such a partition, we create the multi-model for the partition and find the optimal reuse plan model. Multi-model creation will fuse only the materializable layers that do not require any training. Therefore, the training optimizer for the fused model’s reuse plan model can be represented as the set of optimizers from the source models where each optimizer operates on the corresponding trainable branch.

However, finding the optimal partitioning requires considering all candidate partitions
(i.e., all possible model groupings), which is exponential in the number of models in the model selection workload. Furthermore, the training cost \((C(M_{opt}))\) and the peak runtime memory usage \((s_{mem}(M_{opt}))\) of the optimal reuse plan model for each partition’s multi-model is not available in constant time. Thus, we use a greedy heuristic that only considers pair of models to be fused at a time. The high-level approach is presented in the FuseModels procedure of Algorithm 8.

FuseModels takes in a set of model and training hyperparameter pairs \(Q\), runtime memory budget \(B_{mem}\), set of materialized layers \(V\), and returns a set of fused model and training hyperparameter pairs. For every model \(M_i\) in \(Q\), we first find the optimal reuse plan model \(M_{opt}^{i}\) that reuses materialized intermediate layers in \(V\) and create a new set \(Q'\) containing \((M_i, M_{opt}^{i}, \phi_i)\)
triples. \( P \) is the set of all possible model pairs wherein both models have the same training batch size. For every candidate model pair indices \((i, j)\) in \( P \), we create the multi-model \( M_{i,j} \) and find the optimal reuse plan model \( M_{i,j}^{\text{opt}} \). We explain how we find the optimal reuse plan model \( M_{i,j}^{\text{opt}} \) given \( V \) in Section 9.4.3. We also estimate the runtime memory usage \( s_{\text{mem}}(M_{i,j}^{\text{opt}}) \) and ensure that it does not exceed the runtime memory budget \( B_{\text{mem}} \). Details on how we estimate \( s_{\text{mem}}(M_{i,j}^{\text{opt}}) \) are provided in Section 9.4.3. From the fusible model pairs, we pick the pair that will result in the highest cost reduction. We add the fused model back to \( Q' \) and remove the source models \( M_i \) and \( M_j \) from \( Q' \). The training hyperparameters for a fused model are derived by combining source hyperparameters \( \phi_i \) and \( \phi_j \). We repeat this process until there are no more fusible models.

**Optimal Plan Given a Set of Materialized Layers**

The optimal reuse plan model \( M_{i,j}^{\text{opt}} \) for a fused model \( M_{i,j} \) that reuses materialized layers \( V \) can be found by adapting the MILP presented in Section 9.4.2. The main difference here is that the set of materialized layers is already determined. Thus, we no longer need the indicator variable \( Z \) (Equation 9.8 (c)) and also remove the constraints (d) and (e) in Equation 9.10. We use \( \{M_{i,j}\} \) as the set of input models. In this case, the multi-model \( M \) corresponding to the set of input models will be the same as the input model \( M_{i,j} \). After the optimization, \( M_{i,j}^{\text{opt}} \) can be obtained from the resulting indicator variable values \( X \) and \( Y \). While most MILP problems are NP-hard, it has been shown that the resulting MILP problem can be solved in PTIME via a reduction to the MAX-FLOW problem [286].

**Estimating Peak Runtime Memory Usage**

Estimating the peak runtime memory usage of training a DL model is a challenging task as it depends on various factors including both workload- and system-specific. One could estimate peak runtime memory usage of a model by actually running the model and observing the memory usage. However, our model fusion optimization evaluates many model candidates, which is in the
order of $O(n^3)$ where $n$ is the number of source models. Estimating memory usage at runtime would require creating checkpoints for many potential fused models and running them, which could add massive overheads. Thus, we decided to use an analytical model to estimate peak runtime memory usage. We found that our analytical model is accurate enough to avoid any out-of-memory workload crashes at runtime.

We identity three main types of memory usage that dominate the overall usage: (1) memory to store the parameter tensors, (2) workspace memory for performing layer operations, and (3) memory to store the layer outputs needed for back-propagation. We calculate the first type by using the dimensions and data types of the parameter tensors. The second type depends on the DL system. We rely on the user to set a value for this (e.g., 1GB). The third type depends on both the model architecture and the DL system and it often dominates the overall memory usage. Next, we discuss more details on how we estimate it.

The backward-pass of DL training needs access to the layer output tensors generated during the forward-pass. For example, the backward-pass operation of linear algebra-based layers such as Dense and Convolutional layers need access to the forward-pass layer input to calculate the parameter gradient. Some non-linear transformation layers like ReLU need access to layer output to calculate the input gradient. And some other non-linear transformation layers like MaxPooling need access to both layer input and output to calculate the input gradient. Thus, the DL system will accumulate layer output tensors during the forward-pass and gradually release them during the backward-pass. However, the exact order by which output tensors are accumulated and released is determined by the specific order by which layer operations are performed and also on how aggressively memory is allocated and deallocated by the DL system. Popular DL frameworks like TensorFlow and PyTorch execute operations in a topological order [269, 234].

We estimate the memory needed for storing layer output tensors by performing a topological traversal-based live tensor analysis. We augment the optimal reuse plan of the fused model by adding nodes needed to represent the backward-pass. We also add a node to represent the loss
computation and add edges between every output layer and the new loss node. This loss node is responsible for calculating the loss for all trainable model branches using the corresponding optimizer. It also ensures that our fused model adheres to the two-phase (i.e., forward and backward) training template supported by DL systems. For every non-materializable layer $l_i$, we add a node $l'_i$ to represent the backward-pass computation of that layer. We set $s_{mem}(l'_i)$ to be the same as $s_{mem}(l_i)$. We treat all backward-pass computations uniformly and add edge dependencies as follows:

- Output from the forward-pass layer by adding $(l_i, l'_i)$ edge.
- Input(s) to the forward-pass layer by adding $\{(l_p, l'_i) : \forall l_p \in parent(l_i)\}$ edges.
- Backward-pass output gradient(s) from the child layers by adding $\{(l'_s, l'_i) : \forall l_s \in child(l_i)\}$ edges.

Figure 9.5 (A) presents an example candidate partition containing two source models from the model selection workload and the corresponding reuse plan model. The reuse plan model is obtained by performing both our materialization and model fusion optimizations. Notice that each model’s trainable layers are in a separate branch. We then augment the reuse plan model with nodes and edge dependencies needed to represent the backward-pass as shown in Figure 9.5 (B). To estimate peak runtime memory for storing layer outputs, we perform a topological traversal over the created graph structure while keeping track of the live output tensors. The output tensor size of layer $l$ for a single training record is given by $s_{mem}(l)$. The order by which each node is visited during the topological traversal is denoted in the figure. Figure 9.5 (C) presents the live tensor analysis. When processing a node, we assume all its inputs and output tensors are live. We release a tensor if it is not needed for the current or future nodes. For example, as highlighted in Figure 9.5 (B), when processing the loss node, the $l_1$ output tensor is not live as it is not used by any node that is yet to be visited.
Notice that there might be more than one possible topological order and as a result, the order used by our analysis may differ from the order used by the training framework. However, for any topological traversal order, we can claim that the maximum number of live tensors is only one more than the number of live tensors needed when processing the loss node. This is because the loss node acts as a barrier needing the entire forward-pass to be completed before starting the backward-pass. Overall, we found that our approach can provide reasonable memory usage upper bounds that are sufficient for our model fusion optimization.

9.4.4 Theoretical Speedups

We define the theoretical speedup as the ratio between the total training cost of all model layers and the total training cost of only the non-materializable (i.e., $m(l) = False$) model layers, as per Equation 9.11. It assumes complete avoidance of computational redundancies without accounting for data movement overheads. It will be equivalent to the speedup achieved by our materialization optimization in the hypothetical case of zero load cost and a disk storage budget to materialize all materializable layers.

$$\frac{\sum_{i=1}^{\vert Q \vert} \sum_{l \in L_i} c_{comp}(l) \cdot epochs(\phi_i)}{\sum_{i=1}^{\vert Q \vert} \sum_{l \in L_i}^{[m(l) = False]} c_{comp}(l) \cdot epochs(\phi_i)} \quad (9.11)$$

9.5 Experimental Evaluation

We now present an extensive empirical evaluation seeking to answer the following questions. (1) How does NAUTILUS compare with current practice and other baselines on runtimes, accuracy, and resource utilization? (2) How much NAUTILUS’s optimizations contribute to the overall runtime reductions?

Datasets: We use two benchmark datasets: CoNLL-2003 [271] and Malaria [235].
CoNLL-2003 is a text dataset and the prediction task is named entity recognition. Malaria is an image dataset and the prediction task is identifying Malaria from blood cell images. For CoNLL-2003 and Malaria, we have unlabeled data pools of sizes 10,000 and 8,000 records, respectively.

**Workloads:** We run 5 end-to-end workloads covering feature transfer, fine-tuning, and adapter training. Table 9.3 summarizes the transfer learning and the model selection configuration values of the workloads. Feature transfer workloads (FTR-*) use BERT-base as the source model. FTR-1 explores 6 feature transfer strategies that are same as the ones reported in [109]. FTR-2 and FTR-1 explore 4 and 1 transfer strategies, respectively. The fine-tuning workload FTU uses the popular computer vision model ResNet-50 [136] and we vary the number of fine-tuned residual layer blocks from the top. The adapter training workload ATR also uses the BERT-base model. We use Houlsby [143] type adapters and vary the number of layers with adapters from the top. For FTR-* workloads we add a new transformer layer on top of the extracted features. For all workloads, we add a new Softmax classification layer on top of the last hidden layer. FTR-* and ATR workloads use the CoNLL-2003 dataset; FTU workload uses the Malaria dataset.

For all workloads, we generate the labeled dataset iteratively. For each cycle, we label 500 records with a 400/100 train/validation split, perform model selection on all labeled data up to that point, and repeat the process for 10 cycles. We simulate the human labeler by programmatically releasing the labels.

**Experimental Setup:** We use a machine with 32 GB RAM, Intel i7 3.40GHz CPU, 1TB SSD, and NVIDIA Titan X GPU with 12 GB memory. It runs Ubuntu 18.04 with TensorFlow version 2.4, CUDA version 11.0, and cuDNN version 7.5. For our optimizer, we set the disk read throughput to 500 MB/s and the compute throughput to 6 TFLOP/s, which is 50% of the theoretical FLOPS rate of the Titan X GPU. These hardware settings are configurable by the user. We report average of 3 runtimes with 95% confidence intervals.
Table 9.3: Model selection configurations of workloads.

<table>
<thead>
<tr>
<th>Workload</th>
<th>Tuning Parameters</th>
<th># Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Transfer Learning Approach</td>
<td>Batch Size</td>
</tr>
<tr>
<td>FTR-1</td>
<td>Feature Transfer from: {embedding, second last hidden, last hidden, sum last 4 hidden, concat last 4 hidden, sum all hidden}</td>
<td>{16, 32}</td>
</tr>
<tr>
<td>FTR-2</td>
<td>Feature Transfer from: {second last hidden, last hidden, sum last 4 hidden, concat last 4 hidden}</td>
<td>{16, 32}</td>
</tr>
<tr>
<td>FTR-3</td>
<td>Feature Transfer from: {concat last 4 hidden}</td>
<td>{16, 32}</td>
</tr>
<tr>
<td>ATR</td>
<td>Adapter Training for: {last hidden, last 2 hidden, last 3 hidden, last 4 hidden}</td>
<td>{16, 32}</td>
</tr>
<tr>
<td>FTU</td>
<td>Fine-tuning: {last 3 hidden, last 6 hidden, last 9 hidden, last 12 hidden}</td>
<td>{16, 32}</td>
</tr>
</tbody>
</table>

9.5.1 End-to-End Runtimes

Model Selection Time: We first evaluate the total model selection time for 4 different approaches. This enables us to isolate NAUTILUS’s ability to reduce DTL model selection runtimes, which is independent of the data labeling approach and the labeling time. The four approaches that we evaluate are Current Practice, MAT-ALL, NAUTILUS, and FLOPs Optimal. Current Practice is the naive baseline, which trains unmodified models independently and repeats the process for all cycles. It incurs the highest level of redundancies. MAT-ALL is a strong baseline that materializes all materializable layers and uses them during training, irrespective of whether it is efficient to compute them rather than loading them. Note that MAT-ALL needs parts of our code from NAUTILUS. NAUTILUS is our optimizer-picked plan, which performs both our materialization and model fusion optimizations. We execute it with a disk storage budget ($B_{disk}$) of 25 GBs and a runtime memory budget ($B_{mem}$) of 10 GBs. FLOPs Optimal is calculated by dividing the Current Practice time by the theoretical speedup. Figure 9.6 presents the results.
Figure 9.6: (A) Total model selection time. (B) Model selection time breakdown by model selection cycle for FTR-2 (only the odd numbered model selection cycles are shown due to space constraints). (C) Total time for FTR-2 including data labeling time.

**NAUTILUS** offers significant speedups with the highest speedup of 5.2X seen on FTR-2. The highest speedup for MAT-ALL is also for FTR-2, which is 2.7X. In all cases, **NAUTILUS** outperforms the MAT-ALL baseline. In the worst case, **MAT-ALL** is 48% slower than **NAUTILUS** for the FTR-2 workload. **MAT-ALL** is slower than **NAUTILUS** because it incurs higher IO overheads due to reading all layers, even though the machine used has fast SSDs. **NAUTILUS** selectively loads some layers only as needed and recomputes the remaining to reduce the overall runtimes. One can also allocate more DRAM memory, materialize all layers in DRAM for **MAT-ALL**, and access with a small load cost. But this will be resource-inefficient and will likely cost more for a user due to Pareto tradeoffs. In contrast, **NAUTILUS** pushes the cost versus performance Pareto frontier to achieve higher efficiency at lower resource costs. We performed a cost estimation for executing the FTR-1 workload with 10,000 records using the Google cloud computing cost calculator [125] and found that **NAUTILUS** can reduce the workload cost by 76% (0.97 $/hr for
MAT-ALL vs. 0.55 $/hr for NAUTILUS). NAUTILUS will incur less cost mainly because it will incur less DRAM cost.

In all cases, NAUTILUS achieves slightly better or competitive runtimes to the FLOPs Optimal runtime. This is because NAUTILUS significantly amortizes the training and I/O overheads, which are not accounted for in the FLOPS reduction-based theoretical speedup calculation. Also, NAUTILUS’s speedups vary based on the characteristics of the workload. For example, speedups are generally higher for FTR-* workloads compared to ATR or FTU, as the latter workloads have more trainable layers. Also, absolute runtimes are lower for the FTU compared to other workloads, as the former uses a less compute-intensive model. Overall, NAUTILUS reduces DTL model selection runtimes substantially for all workloads.

**Model Selection Time Breakdown:** Figure 9.6 (B) presents the model selection time breakdown by model selection cycle. Current Practice and NAUTILUS take 2.7 and 4.4 minutes to initialize the workload, respectively. By drilling into the workload initialization time, we found that NAUTILUS spends 63% of time creating the original model checkpoints, which is also performed by the Current Practice. Additionally, NAUTILUS spends 12% time profiling the original models, 3% time generating the optimized plan, and 21% time generating model checkpoints for the optimized plan. NAUTILUS’s speedups are slightly lower in the early cycles compared to the later ones. This is because the later cycles have more training data, and the effect of fixed overheads is less pronounced in them. If there are no reuse opportunities, NAUTILUS will incur a one-time cost for model profiling and running the optimizer, which is less than 1% of the total workload runtime of Current Practice.

**Total Workload Time:** Finally, we evaluate the total workload time for the FTR-2 workload for different data labeling runtime values. The CoNLL-2003 dataset used for the FTR-2 workload has 20 words per record on average. Hence, we vary the labeling time per data record between 0.5 seconds and 8 seconds. The 0.5 seconds case can be considered as a multi-labeler scenario (e.g., cloud labelers); 8 seconds scenario can be considered as a single-labeler scenario.
Figure 9.7: *FTR*-2 learning curves with (A) zero and (B) 4 seconds/label data labeling cost values.

For the 0.5 seconds scenario, NAUTILUS achieves a speedup of 3.9X compared to the *Current Practice*. For the 8 seconds scenario, NAUTILUS’s speedup reduces to 1.5X, as higher data labeling time dominates the overall workload time.

### 9.5.2 Accuracy

Both *Current Practice* and NAUTILUS perform logically equivalent SGD training. Thus, they both should achieve the same statistical efficiency. To validate this, we plot the best model’s validation accuracy against the elapsed model selection time for the *FTR*-2 workload. Figure 9.7 (A) presents the results. We see that both approaches achieve very similar validation accuracies after every model selection cycle. However, NAUTILUS achieves them 5X faster. We repeat the experiment with a data labeling time of 4 seconds/label and plot the best validation accuracy against elapsed total time as shown in Figure 9.7 (B). In this case, NAUTILUS is 2X faster.

### 9.5.3 Drill-Down Analysis

**Contribution of Our Optimizations:** We run the end-to-end workloads using NAUTILUS but disable either the materialization (*MAT OPT*) or the model fusion (*FUSE OPT*) optimization. Figure 9.8 presents the results. For all cases except *ATR*, running Nautilus w/o
\textbf{Figure 9.8}: Model selection time with and without \textit{MAT} and \textit{FUSE} optimizations.

\textbf{Figure 9.9}: Model selection time for different number of models with and without \textit{MAT} and \textit{FUSE} optimizations.

\textit{FUSE OPT} causes more slowdown than running w/o \textit{MAT OPT}. The highest slowdown for \texttt{NAUTILUS} w/o \textit{FUSE OPT} is for \texttt{FTR-1}, which is 54.7%; for w/o \textit{MAT OPT}, it is for \texttt{FTR-3}, which is 31.2%. For \texttt{FTU}, \texttt{NAUTILUS}’s runtime does not change w/o \textit{MAT OPT}. This is because ResNet-50 is a less compute-intensive model and \texttt{NAUTILUS} computes all materializable layers instead of loading them. In 4 out of 5 end-to-end experiments, \textit{FUSE OPT} contributes more than the \textit{MAT OPT}. But combining both optimizations achieves even lower runtimes. The benefits of each optimization vary based on workload and hardware characteristics.

We also run an experiment where we vary the number of models in the model selection workload. For this, we use \texttt{FTR-2} and fix the feature transfer strategy to the concatenation of the last four layers, fix the batch size to 16, and vary the number of explored learning rates. Figure 9.9 presents the results. When the number of models is less than or equal to 2, running \texttt{NAUTILUS} w/o \textit{MAT OPT} causes more slowdown than running it w/o \textit{FUSE OPT}. However, when the number of
models increases, running w/o \textit{FUSE OPT} causes more slowdown. With more models, \textit{FUSE OPT} has more opportunities to avoid redundant computations and amortize training and I/O overheads. Also, with only 1 model, \textit{FUSE OPT} doesn’t give any benefits as there are no opportunities for model fusion.

Finally, we run \textit{FTR-2} by only using \textit{MAT OPT} or \textit{FUSE OPT}, and vary the disk storage budget $B_{\text{disk}}$ and runtime memory budget $B_{\text{mem}}$, respectively. Running \textit{MAT OPT} with a $B_{\text{disk}}$ of 0 GBs is equivalent to the \textit{Current Practice}. Running \textit{FUSE OPT} with a $B_{\text{mem}}$ of 2 GBs is also equivalent to the \textit{Current Practice} as it does not fuse any models. For \textit{FUSE OPT} we also ensure that the training process does not consume more than the allocated $B_{\text{mem}}$ from the available GPU memory. Thus, this experiment also shows that our memory estimation approach is capable of avoiding workload crashes due to out-of-memory errors. As $B_{\text{disk}}$ is increased, \textit{MAT OPT} runtime decreases and plateaus after 7.5 GBs where it achieves 2.6X speedup compared to the \textit{Current Practice}. As the $B_{\text{mem}}$ is increased, \textit{FUSE OPT} runtime also decreases and plateaus after 8 GBs where it achieves a 4.0X speedup. \texttt{NAUTILUS} combines the benefits of both optimizations and achieves the lowest runtimes.

\textbf{System Resources Utilization:} We evaluate the GPU utilization and cumulative disk reads/writes for executing the \textit{FTR-2}. Figure 9.11 presents the results. \texttt{NAUTILUS} yields a higher average GPU utilization of 66\% compared to the 57\% of \textit{Current Practice}. It also performs 4.3X
fewer disk writes and 11.8X fewer disk reads. This is because Current Practice checkpoints the entire original model after every model training, which is around 400-500MBs. But most of the parameters in them are frozen parameters and do not need repeated checkpointing. In contrast, Nautilus checkpoints modified model graphs with most frozen parameters pruned. Writing less amount of data also helps with better page caching for the reads.

9.6 Conclusion

DTL model adaptation, where one adapts a pre-trained model for a new target task, is a crucial paradigm for democratizing deep learning. Yet, the current practice of executing DTL workloads faces significant resource inefficiency and usability issues. In this work, we formalize the DTL workload from a data management standpoint and enable two multi-query optimization-inspired optimizations: materialization optimization and model fusion optimization. Our optimizations leverage the physical characteristics of the DTL model adaptation workloads to optimize them. We implement our optimizations in a data system we call Nautilus. Nautilus reduces DTL model selection runtimes by even up to 80% and significantly improves usability and resource usage.
Chapter 9 contains material from “Nautilus: An Optimized System for Deep Transfer Learning over Evolving Training Datasets” by Supun Nakandala and Arun Kumar, which will appear in Proceedings of 2022 ACM SIGMOD International Conference on Management of Data. The dissertation author was the primary investigator and author of this paper. The code for our system is open source and is available on GitHub: https://github.com/AdaLabUCSD/Nautilus.
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Related Work

10.1 Related Work for CEREBRO

**Systems for Model Selection:** Google Vizier [122], Ray Tune [192], SparkDL [21], Dask-Hyperband [249], and Spark-Hyperopt [51] are systems for model selection. Vizier, Ray, and Dask-Hyperband are pure task-parallel systems that implement some AutoML procedures. SparkDL and Spark-Hyperopt use Spark for execution but distribute configs in a task-parallel manner with full data replication. CEREBRO offers higher overall resource efficiency compared to pure task- or pure data-parallel approaches.

**AutoML Procedures:** AutoML procedures such as Hyperband [186] and PBT [149] are orthogonal to our work and exist at a higher abstraction level. They fit a common template of per-epoch scheduling in CEREBRO. While ASHA [185] does not fit this template, CEREBRO can still emulate it well and offer similar accuracy. Bayesian optimization is a class of AutoML procedures, some of which have a high degree of parallelism for searching configs (e.g., Hyperopt [70]); CEREBRO supports such procedures. Some others run a sequential search, leading to a low degree of parallelism (e.g., [165, 69]); these may not be a fit for CEREBRO.

**Distributed SGD Systems:** There is much prior work on data-parallel distributed SGD,
including centralized fine-grained (e.g., [222, 297, 152, 146]) and decentralized fine-grained (e.g., [281, 191, 222]). These are all complementary to our work because they train one model at a time, while we focus on parallel model selection. As we showed, such approaches have higher communication complexity and thus, higher runtimes than MOP in our setting. Also, since CEREBRO performs logically sequential SGD, it ensures theoretically best convergence efficiency. CROSSBOW [167] proposes a new variant of model averaging for single-server multi-GPU setting. But it is also complementary to our work, since it also trains one model at a time. Overall, our work breaks the dichotomy between data- and task-parallel approaches, thus offering better overall resource efficiency.

**Hybrid Parallelism in ML Systems:** MOP is inspired by the classical idea of process migration in OS multiprocessing [64]. We bring that notion to the data-partitioned cluster setting. This generic idea has been used before in limited contexts in ML systems [172, 74]. The closest to our work is [90], which proposes a scheme for training many homogeneous CNNs on a homogeneous GPU cluster. They propose a ring topology to migrate models, resembling a restricted form of MOP. But their strong homogeneity assumptions can cause stalls in general model selection workloads, e.g., due to heterogeneous neural architectures and/or machines. In contrast, we approach this problem from first principles and formalize it as an instance of open shop scheduling. This powerful abstraction lets CEREBRO support arbitrary deep nets and data types, as well as heterogeneous neural architectures and machines. It also enables CEREBRO to support replication, fault tolerance, elasticity, and arbitrary AutoML procedures, unlike prior work. SystemML also supports a hybrid of task- and data-parallelism for better plan generation for linear algebra-based classical ML on top of MapReduce [75]. CEREBRO is complementary due to its focus on deep nets and SGD’s data access pattern, not linear algebra-based classical ML. Finally, a recent benchmark study suggested that communication bottlenecks inherent in pure data-parallelism imply hybrid parallelism is crucial for scalable ML systems [270]. Our work validates that suggestion for deep learning workloads.
Multi-Query and Other System Optimizations: MOP is also inspired by multi-query optimization (MQO) [250]. A recent line of work in the database literature studies MQO for deep learning, including staging and sharing work in CNN transfer learning [210] and batched incremental view maintenance for CNN inference [211, 223, 212]. CEREBRO furthers this research direction. All these MQO techniques are complementary and can be used together. Several works optimize the internals of deep net or SGD systems, including communication-computation pipelining [216], new compilation techniques [151], model batching [217], and execution on compressed data [184]. They are complementary to CEREBRO, since they optimize lower-level issues. MOP’s generality enables CEREBRO to be hybridized with such ideas.

Scheduling: Gandiva [285], Tiresias [129], and SLAQ [292] are cluster scheduling frameworks for deep learning. They focus on lower-level primitives such as resource allocation and intra-server locality for reducing mean job completion times. CEREBRO is complementary as it exists at a higher abstraction level and focuses on model selection throughput. How compute hardware is allocated is outside our scope. There is a long line of work on job scheduling in the operations research and systems literatures [142, 81, 121]. Our goal is not to create new scheduling algorithms but to apply known techniques to a new ML systems setting.

10.2 Related Work for HUMMINGBIRD

PyTorch [228], TensorFlow [54], MXNet [28], CNTK [27] are DNN frameworks that provide easy-to-use (tensor-based) APIs for authoring DNN models, and heterogeneous hardware support for both training and inference. Beyond these popular frameworks, inference runtimes such as ONNX [15], nGraph [31], TVM [93], and TensorRT [35] provide optimizations and efficient execution targets, specifically for inference. To prove the versatility of our approach, we have tested HUMMINGBIRD with both PyTorch and TVM. HUMMINGBIRD uses a two-level, logical-physical optimization approach. First, logical optimizations are applied based on the
operators composing the pipeline. Afterwards, physical operator implementations are selected based on model statistics, and physical rewrites, which are externally implemented by the DL system, are executed (e.g., algebraic rewrites, operator fusion). Willump [170] uses a similar two-level optimization strategy, although it targets Weld [225] as its low level runtime and therefore it cannot natively support inference on hardware accelerators. Conversely, HUMMINGBIRD casts ML pipelines into tensor computations and takes advantage of DL inference systems to ease the deployment on target environments. Other optimizers for predictive pipelines, such as Pretzel [182], only target logical optimizations. We have integrated HUMMINGBIRD into Raven [157] as part of our bigger vision for optimizing ML prediction pipelines.

10.3 Related Work for KRYPTON

Methods for Explaining CNN Predictions: Perturbation-based and gradient-based are the two main kinds of methods. Perturbation-based methods observe the output of the CNN by modifying regions of the input image [290, 296, 242]. OBE belongs to this category. Gradient-based methods generate a sensitivity heatmap by computing the partial derivatives of model outputs with respect to every input pixel [259, 251, 266]. The recently proposed “Integrated Gradients” (IGD) method belongs into this category [266]. Empirically, we found that OBE produces higher quality heatmaps with better localized regions of interest compared to IGD, while being competitive on runtime. In practice, however, OBE is usually the method of choice for domain scientific users, especially in radiology [256, 202], since it is easy to understand for non-technical users and typically produces high-quality and well-localized heatmaps.

Faster CNN Inference: EVA$^2$ [82] is a custom software-hardware integrated stack for exploiting temporal redundancy in video frames. While one can map OBE to a video, EVA$^2$ will still perform motion estimation computations on whole frames and not exploit spatial redundancy across frames as our batched IVM does. Since our optimizations are at the logical level, they are
also applicable to any compute hardware. CBinfer performs change-based approximate CNN inference to accelerate real-time object recognition on video [85]. Similarly, NoScope accelerates object classification on video streams using model cascades [156]. Our focus is on accelerating the OBE workload for images, not video streams. Our IVM and approximate inference optimizations exploit the semantic properties of OBE, not general object recognition. Both of these tools are orthogonal to our focus.

Query Optimization: Our work is inspired by the long line of work on relational IVM [96, 132, 183], but ours is the first work to use the IVM lens for OBE with CNNs. Our novel algebraic IVM framework is closely tied to the dataflow of CNN layers, which transform tensors in non-trivial ways. Our work is related to the IVM framework for linear algebra in [219]. They focus on bulk matrix operators and incremental addition of rows. We do not deal with bulk matrix operators or addition of rows but more fine-grained CNN inference computations and in-place updates to image pixels due to occlusions. Also related is the IVM framework for distributed multi-dimensional array database queries in [295]. An interesting connection is that CNN layers with local spatial context can be viewed as a variant of spatial array join-aggregate queries. But our work enables end-to-end IVM for entire CNNs, not just one-off spatial queries involving data materialization and loading. Our focus is on popular deep learning systems, not array databases. Finally, we also introduce novel CNN-specific and human perception-aware optimizations to accelerate OBE.

Our work is also inspired by relational MQO [250, 178], but our focus is CNN inference, not relational queries. To the best of our knowledge, ours is the first work to combine MQO with IVM, at least in the context of CNN inference. Our approximate inference optimizations are inspired by approximate query processing (AQP) techniques [120]. But unlike statistical approximations of aggregations over relations, our techniques are novel CNN-specific and human perception-aware heuristics tailored to accelerating OBE.
10.4 Related Work for VISTA

**Multimodal Analytics:** Transfer learning is used for other kinds of multimodal analytics too, e.g., image captioning [158]. Our focus is on integrating images with structured data. A related but orthogonal line of work is “multimodal learning” in which deep neural networks are trained from scratch on images [218, 264]; this incurs high costs for resources and labeled data, which feature transfer mitigates.

**Multimedia Systems:** The multimedia and database systems communities have studied “content-based” image retrieval, video retrieval, and similar queries over multimedia data [55, 155]. But they typically used non-CNN features such as SIFT and HOG [103, 195] not learned or hierarchical CNN features, although there is a resurgence of interest in CBIR with CNN features [277, 288]. Such systems are orthogonal to our work, since we focus on CNN feature transfer, not retrieval queries on multimedia data. One could integrate VISTA with multimedia databases.

**Query Optimization:** Our work is inspired by a long line of work on optimizing queries with UDFs, multi-query optimization (MQO), and self-tuning DBMSs. For instance, [140, 89, 26] studied the problem of optimizing complex relational queries with UDF-based predicates. Unlike such works on queries with UDFs in the WHERE clause, our work can be viewed as optimizing UDFs expressed in the SELECT clause for materializing CNN feature layers. VISTA is the first system to bring the general idea of MQO to complex CNN feature transfer workloads, which has been studied extensively for SQL queries [250]. We do so by formalizing partial CNN inference operations as first-class citizens for query processing. In doing so, our work expands a recent line of work on materialization optimizations for feature selection in linear models [168, 291] and integrating ML with relational joins [174, 91, 248, 175]. Finally, our work also expands the work in database systems on optimizing memory usage based on data access patterns of queries [98]. But ours is the first work to study this issue in depth for CNN feature transfer queries.
System Auto-tuning: There is much prior work on auto-tuning the configuration of RDBMSs, Hadoop/MapReduce, and Spark for relational workloads (e.g., \cite{141, 58}). Our work is inspired by these works but ours is the first to focus on the CNN feature transfer workload. We explain the new efficiency and reliability issues caused by CNNs and feature layers and apply our insights for CNN-aware auto-tuning in our setting that straddles PD and DL systems.

10.5 Related Work for NAUTILUS

Materialization Optimizations: Our work is inspired by the long line of work on reusing intermediates to optimize ML workloads \cite{168, 291, 262, 273, 286, 231, 210, 194}, but ours is the first to apply it to optimize DTL over evolving training data. Prior work in VISTA system \cite{210} also uses feature materialization to optimize DL feature transfer-based multi-modal analytics. However, it supports only linear DL model graphs and features extracted from only one layer at a time. Also, VISTA’s focus is on training classical ML models (e.g., linear regression) on the extracted features from a fixed dataset and not DTL over evolving data. NAUTILUS generalizes VISTA in 3 dimensions. It supports 1) DAG structured DL model graphs with arbitrary feature compositions, 2) evolving labeled datasets, and 3) all 3 popular transfer learning paradigms. Intermediate feature materialization is also used in AUTOFREEZE \cite{194} to optimize the fine-tuning of a single BERT \cite{109} model. NAUTILUS supports arbitrary DL models, all popular transfer learning paradigms, and also model selection.

NAUTILUS’s cost model-based materialization optimization extends the optimal reuse plan formulation in HELIX system \cite{286}. Specifically, we represent models in a DTL model selection workload using an optimizable graph structure called multi-model graph and jointly solve the materialized intermediate output selection and the reuse plan generation in a single MILP formulation.

Joint Model Training Optimizations: NAUTILUS’s model fusion is a form of common
sub-expression elimination (CSE). CSE is also used in several other systems to eliminate redundant data pre-processing steps [217, 193, 293, 130]. \textsc{Nautilus} extends this to also eliminate redundancies in materializable layers. However, existing systems require the user to select the set of models to fuse [217, 293], adopt a trial-and-error approach [193] to find the set of models, or trains each source model in a separate GPU [130]. \textsc{Nautilus} uses profiling information to estimate fused model memory footprint and automatically picks an optimal set of models to fuse.

**DL Model Selection:** Several systems have been proposed to optimize DL model selection [215, 122, 192, 258, 51, 294, 190]. However, the focus of all these systems is on utilizing the parallelism available in a cluster to scale the DL model selection. In contrast, the focus of \textsc{Nautilus} is on DL model selection in low-resource settings such as workstations or PCs. Also, \textsc{Nautilus} focuses on the human-in-the-loop setting with iteratively generated labeled data. \textsc{Nautilus} supports two popular model selection procedures: grid and random search, which cover an overwhelming majority of model selection applications [78]. However, there are other more complex model selection procedures proposed in the literature [186, 185, 70, 149, 209]. We leave adding support for them to future work.

**Other DL System Optimizations:** Various other techniques can be also used to optimize DTL. They include operator fusion [93, 52], hybrid parallel execution [151], layer batching [217, 293, 193], model compression [135], and model distilling [247]. They are complementary to the optimizations performed by \textsc{Nautilus} since they mainly optimize lower-level operator execution. There also exist systems that support training larger than GPU memory models [240, 177, 94]. They are complementary to our work and can be combined with \textsc{Nautilus} to train or fuse larger models.

\textsc{Nautilus}’s runtime memory estimation operates at a higher level that is independent of the exact memory allocation/deallocation behavior of the underlying DL system. However, one can also try to mimic the exact behavior and obtain improved memory usage estimates as in [119]. Nevertheless, our approach provides reasonable upper-bounds sufficient for our requirement.
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Conclusion and Future Work

In this dissertation, we take a first step in filling an important research gap in DL systems architecture: the lack of a query optimization layer. We show that by fundamentally reimagining DL workloads as data processing workloads, we can develop novel query optimization-inspired techniques to optimize DL workloads. Our techniques take inspiration from classical query optimization ideas such as query rewriting, multi-query optimization, materialization optimizations, incremental view maintenance, etc., and leverage the semantic, logical, and physical characteristics of DL workloads to optimize them. We show that by doing so, we can enable significant efficiency improvements and resource savings (sometimes even over 10X) for a variety of popular and important DL workloads covering three popular DL workload types: 1) model building, 2) model inference, and 3) transfer learning. Our work makes interesting new connections between classical query optimization techniques and DL systems and also takes an important step towards the goal of democratizing deep learning.

11.1 Future Work Related to CEREBRO

Model parallelism: In CEREBRO, we focused on DL models that fit in a single GPU memory. However, DL model sizes have grown at a faster rate than GPU memory sizes, and
some models no longer fit in single GPU memory [119]. One way to tackle this limitation is to partition a DL model across multiple GPUs and communicate updates between GPUs. This approach is called model parallelism. It has poor scalability with runtime speedups being quite sub-linear [151]. However, such large model training workloads are also not free from the need for model selection. Thus, model hopper parallelism style ideas can be combined with model parallelism to improve the system and resource efficiency of large model training workloads.

**Model batching:** At the other extreme of the model sizes, small DL models are also common (e.g., for IoT). Small DL models substantially under-utilize GPU capacity. Batching small models for training on the GPU can raise resource efficiency. While there is some recent work in this space, they modify the internals of the DL frameworks [217]. We believe multi-query optimization-inspired new approaches that intelligently batch DL models at the neural computation graph level can have broader adoption and impact.

**More high-level APIs:** In CEREBRO, we focussed on supporting basic model selection APIs, which can support hyperparameter tuning and architecture tuning. But as DL adoption grows, newer applications will emerge and new design patterns for model-building will appear. For example model building workloads for time-series or graph data have non-traditional data access patterns and manipulations to run SGD, e.g., configuring and chunking time windows in time series or retrieving features of a node’s neighbors in a graph. These patterns may be twists on prior model selection patterns and/or contain new forms of sub-tasks that overlap in data and/or computation. It would be interesting future work to explore how the general API template we laid out for CEREBRO can be extended to support these workloads.

### 11.2 Future Work Related to HUMMINGBIRD

**Tensors as an abstraction for general data processing:** In project HUMMINGBIRD, we translated classical ML inference pipelines into tensor programs and leveraged DL compilers to
seamlessly execute them over heterogeneous hardware (e.g., CPUs, GPUs, ASICs). A natural question to ask is what other data processing workloads can be translated to tensor programs to benefit from the investments in DL systems. We believe graph processing and relational operators, two use cases very different from DL, in high demand, are two candidates that complement quite well with DL workloads. Much work is needed in understanding how to translate graph processing and relational operator algorithms into tensor computations [169].

**Support for sparse tensor operations:** We found that current support for sparse tensor operations in DL systems is primitive and not well optimized. Thus we restricted the set of target tensor operators supported in HUMMINGBIRD only to dense operations. However, these dense operations can incur non-trivial overheads due to the redundancies introduced in the translation process. As DL systems mature and improve the support for sparse tensor operations [164], it would be interesting future work to explore how sparse tensor operations can be leveraged to further improve the benefits of HUMMINGBIRD.

### 11.3 Future Work Related to KRYPTON

**IVM-friendly CNNs:** In KRYPTON, we use IVM-based incremental inference as a post-hoc optimization to accelerate CNN inference. Going further, “IVM-friendliness” can be baked into the very model selection process that crafts the CNN architecture so that the model is both accurate and amenable to fast explanations [208].

**Other CNN workloads:** Our IVM framework for propagating incremental changes through the layers of a CNN is highly general and can be used to support arbitrary workloads which require re-inference in the presence of incremental input changes. Thus, we believe our techniques may have applicability in several other CNN workloads, including object detection, image segmentation, and even video analytics [85, 82, 212].

**Explainability beyond OBE and CNNs:** Even though we focused on OBE workloads
in this work, we believe incremental inference-based techniques can have broader applicability across a variety of other feature perturbation-based explainability methods such as LIME [242] and SHAP [196]. Extending explanation support for other data modalities such as time-series [212] and graph data is also an interesting future direction.

11.4 Future Work Related to VISTA

Deep integration between PD and DL systems: VISTA currently supports one image per data example and a roster of popular CNNs. Nothing in Vista makes it difficult to relax these assumptions. For instance, supporting arbitrary CNNs requires static analysis of TF computational graphs. It would be interesting future work to extend VISTA to relax these assumptions.

Feature transfer from other types of neural models: Apart from image analytics, natural language processing (NLP) is another domain where feature transfer from pre-trained models has proven to be useful [245]. BERT [109] is one such popular pre-trained NLP model. Similar to CNNs, in order to pick the best layer, one has to explore multiple layer outputs. Also, aggregating features from multiple layers using concatenation or element-wise addition is also common. Thus, a feature layer in BERT depends on multiple input layers. VISTA can be extended to support such feature transfer workloads by generalizing our staged materialization plan to support arbitrary DAG architectures.

11.5 Future Work Related to NAUTILUS

Advanced model selection methods: In NAUTILUS, we assume that the model selection workload specification is fixed and is repeated for all model selection cycles. While this approach can support both grid and random search-based model selection, which covers an overwhelming majority of practical and research DTL workloads, it would be interesting future work to add
support for more complex model selection methods (e.g., ASHA [185], Hyperband [186]).

**Advanced layer freezing schemes:** We also assume that the layer freezing scheme used for adapting the source model is also fixed throughout the entire model training. However, few dynamic layer freezing schemes have also been proposed in the literature [144, 115, 99]. Techniques in NAUTILUS can be extended to support such dynamic layer freezing schemes.
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Appendix: CEREBRO

A.1 CEREBRO API Usage Example

In this Section, we present a detailed example on how the CEREBRO API can be used to perform the ImageNet model selection workload explained in Section 3.6.

Before invoking the model selection workload users have to first register workers and data. This can be done as per the API methods shown in Figure A.1, A.2 and A.3.

```python
### API method to register workers ###
# worker_id: Id of the worker
# ip : Worker IP
#
# Example usage:
# register_worker(0, 10.0.0.1)
# register_worker(1, 10.0.0.2)
# ....
# register_worker(7, 10.0.0.8)
register_worker(worker_id, ip)
```

**Figure A.1:** Registering Workers.

Next, users need to define the initial set of training configurations as shown in Figure A.4. Users also need to define three functions: `input_fn`, `model_fn`, and `train_fn`. `input_fn`
as shown in Figure A.5, takes in the file path of a partition, performs pre-processing, and returns in-memory data objects. Inside the `input_fn` users are free to use their preferred libraries and tools provided they are already installed on the worker machines. These in-memory data objects are then cached in the worker’s memory for later usage.

After the data is read into the worker’s memory, CEREBRO then launches the model selection workload. This is done by launching training units on worker machines. For this CEREBRO first invokes the user defined `model_fn`. As shown in Figure A.6, it takes in the

```python
## API method to register a dataset ###
# name : Name of the dataset
# num_partitions: # of partitions
#
# Example usage:
# register_dataset("ImageNet", 8)
#
register_worker(name, num_partitions)
```

**Figure A.2:** Registering Dataset.

```python
## API method to register partition ###
# availability
# dataset_name : Name of the dataset
# partition_id : Id of the partition
# worker_id : Id of the worker
# file_path : File path on the worker
#
# Example usage:
# register_partition("ImageNet",
# 'train',
# 0, 0,
# '/imagenet/trn_0')
#
register_partition(dataset_name,
                   data_type,
                   partition_id,
                   worker,
                   file_path)
```

**Figure A.3:** Registering Partitions.
training configuration as input and initializes the model architecture and training optimizer based on the configuration parameters. Users are free to use their preferred tool for defining the model architecture and the optimizer. After invoking the `model_fn`, CEREBRO injects a checkpoint restore operation to restore the model and optimizer state from the previous checkpointed state.

After restoring the state of the model and the optimizer, CEREBRO then invokes the user provided `train_fn` to perform one sub-epoch of training. As shown in Figure A.7, it takes in the data, model, optimizer, and training configuration as input and returns convergence metrics. Training abstractions used by different deep learning tools are different and this function abstracts it out from the CEREBRO system. After the `train_fn` is complete the state of the model and the optimizer is checkpointed again.
For evaluating the models, we assume the evaluation dataset is also partitioned and perform the same process. We mark the model parameters as non-trainable before passing it to the `train_fn`. After a single epoch of training and evaluation is done, CEREBRO aggregates the convergence metrics from all training units from the same configuration to derive the epoch-level convergence metrics. Convergence metrics are stored in a configuration state object which keeps
track of the training process of each training configuration. At the end of an epoch, configuration state objects are passed to the `automl_mthd` implementation for evaluation. It returns a set of configurations that needs to be stopped and/or the set of new configurations to start. For example in the case of performing Grid Search for 10 epochs, the `automl_mthd` will simply check whether an initial configuration has been trained for 10 epochs, and if so it will mark it for stopping.

### A.2 CNN Compute Costs

Table A.1 lists the computational costs of the CNNs used for the simulation experiment in Section 3.5.4, which compares different scheduling methods. These costs were obtained from a publicly available benchmark\(^1\).

### A.3 Straggler Issue in Celery

One potential issue that could impact task-parallel systems’ performance is load balancing. Given the large variance of runtimes for deep-nets training, the scheduling generated by Celery could lead to severe straggler issues that impairs the end-to-end runtime of the whole workload. On the other hand, CEREBRO suffers far less from this problem because it operates on a finer granularity; our tasks are chunked into sub-epochs and hence it is less likely for long-running stragglers to appear.

We take the Criteo tests showed in Section 3.6.1 as example. Without any prior or domain knowledge, it is impossible to know the runtime of each task before-hand and therefore Celery could schedule a plan like Figure A.8. The execution suffers from the straggler config#0 and needs 27.4 hrs to run.

However, if with a proper estimation/profiling of the runtimes/workloads, it is possible to fix this straggler issue with a carefully curated schedule as showed in Figure A.9. This schedule

\(^1\)https://github.com/albanie/convnet-burden
Table A.1: Computation costs of the CNNs used for the simulation experiment comparing different scheduling methods.

<table>
<thead>
<tr>
<th>Model</th>
<th>FLOPs</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>727 MFLOPs</td>
</tr>
<tr>
<td>CaffeNet</td>
<td>724 MFLOPs</td>
</tr>
<tr>
<td>SqueezeNet1-0</td>
<td>837 MFLOPs</td>
</tr>
<tr>
<td>SqueezeNet1-1</td>
<td>360 MFLOPs</td>
</tr>
<tr>
<td>VGG-f</td>
<td>727 MFLOPs</td>
</tr>
<tr>
<td>VGG-m</td>
<td>2 GFLOPs</td>
</tr>
<tr>
<td>VGG-s</td>
<td>3 GFLOPs</td>
</tr>
<tr>
<td>VGG-m-2048</td>
<td>2 GFLOPs</td>
</tr>
<tr>
<td>VGG-m-1024</td>
<td>2 GFLOPs</td>
</tr>
<tr>
<td>VGG-m-128</td>
<td>2 GFLOPs</td>
</tr>
<tr>
<td>VGG-vd-16-atrous</td>
<td>16 GFLOPs</td>
</tr>
<tr>
<td>VGG-vd-16</td>
<td>16 GFLOPs</td>
</tr>
<tr>
<td>VGG-vd-19</td>
<td>20 GFLOPs</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>2 GFLOPs</td>
</tr>
<tr>
<td>ResNet18</td>
<td>2 GFLOPs</td>
</tr>
<tr>
<td>ResNet34</td>
<td>4 GFLOPs</td>
</tr>
<tr>
<td>ResNet50</td>
<td>4 GFLOPs</td>
</tr>
<tr>
<td>ResNet101</td>
<td>8 GFLOPs</td>
</tr>
<tr>
<td>ResNet152</td>
<td>11 GFLOPs</td>
</tr>
<tr>
<td>ResNext-50-32x4d</td>
<td>4 GFLOPs</td>
</tr>
<tr>
<td>ResNext-101-32x4d</td>
<td>8 GFLOPs</td>
</tr>
<tr>
<td>ResNext-101-64x4d</td>
<td>16 GFLOPs</td>
</tr>
<tr>
<td>Inception-V3</td>
<td>6 GFLOPs</td>
</tr>
<tr>
<td>SE-ResNet-50</td>
<td>4 GFLOPs</td>
</tr>
<tr>
<td>SE-ResNet-101</td>
<td>8 GFLOPs</td>
</tr>
<tr>
<td>SE-ResNet-152</td>
<td>11 GFLOPs</td>
</tr>
<tr>
<td>SE-ResNeXt-50-32x4d</td>
<td>4 GFLOPs</td>
</tr>
<tr>
<td>SE-ResNeXt-101-32x4d</td>
<td>8 GFLOPs</td>
</tr>
<tr>
<td>SENet</td>
<td>21 GFLOPs</td>
</tr>
<tr>
<td>SE-BN-Inception</td>
<td>2 GFLOPs</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>3 GFLOPs</td>
</tr>
<tr>
<td>DenseNet161</td>
<td>8 GFLOPs</td>
</tr>
<tr>
<td>DenseNet169</td>
<td>3 GFLOPs</td>
</tr>
<tr>
<td>DenseNet201</td>
<td>4 GFLOPs</td>
</tr>
<tr>
<td>MobileNet</td>
<td>579 MFLOPs</td>
</tr>
</tbody>
</table>
drastically reduces the runtime to 19.7 hrs.

In Section 3.6.1, we decided to show the runtime with the best-possible scheduling for Celery, as we do not wish to unfairly punish the adversarial systems, and load balancing/runtime estimation of deep learning workloads are out of the scope of this work. We believe these decisions can ultimately help the reader focus on the benefits and advantages of our system.

### A.4 AutoML Procedures

#### A.4.1 Experiments with HyperBand

We compare CEREBRO and Celery for executing Hyperband [186]; a popular AutoML search procedure. We use ImageNet, GPU cluster, and PyTorch. Training configs are randomly sampled from the grid shown in Table 3.6. For CEREBRO each data partition is only available on one worker; for Celery the dataset is fully replicated.

Hyperband combines random search with early stopping. It starts with a fixed set of model configs and trains them for a given number of epochs in the first “rung.” After completion,
it picks a subset of the best models and promotes them to the next rung; this is repeated several times until a max epoch budget is hit. We run an experiment with a max resource budget \((R)\) of 25 epochs and a downsampling rate \((\eta)\) of 3, two parameters from the Hyperband paper. Figure A.10 compares the learning curves of the configs run by Hyperband on CEREBRO and Celery.

We see that CEREBRO and Celery have almost indistinguishable convergence behaviors, validating our claim that MOP benefits from SGD’s robustness to random data ordering. As Figure A.11 shows, both systems have similar completion times (42.1hr for Celery; 43.5hr for CEREBRO). Some configs finish sooner on Celery than their counterparts on CEREBRO. This is because CEREBRO’s per-epoch scheduling template enforces all configs to be scheduled for the same epoch. But in Celery, configs in their last rung can finish earlier without waiting for other configs.

### A.4.2 Experiments with ASHA

ASHA combines random search with early stopping. It starts with a set of model configs and trains them for a fixed number of epochs in the first “rung.” After a training config finishes its
current rung, it is assigned to a pool of completed configs for that rung. ASHA will then pick a promising config from this pool based on a selection fraction ($\eta$) and promote it to the next rung for training. If the selection fraction is already exhausted, a new config will be created and trained for the first rung. A model can be promoted between rungs until it is trained for a maximum number of rungs/epochs. This process is continued until the allocated time budget for model selection workload is reached.

ASHA’s decisions on configs are dependent on the wallclock completion order of configs across task-parallel workers. Thus, it is impossible to exactly replicate a run of ASHA on task-parallelism in CEREBRO. However, we can indeed emulate ASHA on CEREBRO without making any changes to CEREBRO. We run an experiment using ASHA with a max resource budget ($R$) of 9 epochs, a selection fraction ($\eta$) of 3, and a time limit of 24hr.

In the given time limit, ASHA on CEREBRO (resp. Celery) explored 83 (resp. 67) configs.

Figure A.10: Hyperband learning curves by epochs.

Figure A.11: Hyperband learning curves by time.
Figure A.12: Number of configs vs. the amount of epochs they were run for by. (A) Count of configs and (B) Fraction of total config count.

Figure A.13: Best validation error for each rung of ASHA.

Figure 3.13 shows all learning curves. Though the individual configs are not comparable across the two systems, the best errors achieved are close (31.9% on CEREBRO; 33.2% on Celery). A serendipity is that ASHA-on-CEREBRO seems to perform slightly better than the regular task-parallel version in the ASHA! We believe this is because the epoch-level synchronization in CEREBRO actually helps ASHA pick and promote better configs due to its knowledge of a larger set of configs. Regular ASHA gains this knowledge spread over time, which makes it prone to more wrong promotions. Figure A.12 confirms our intuition: ASHA-on-CEREBRO explores more configs in the lower rungs than regular ASHA. Also, as Figure A.13 shows, ASHA-on-CEREBRO reaches lower errors for all rungs sooner than regular ASHA. We leave a more rigorous
Figure A.14: Gantt chart corresponding to the schedule produced by CEREBRO for the ImageNet workload. Each color corresponds to a different training configuration. Best viewed in color.

statistical analysis of this apparent superiority of ASHA-on-CEREBRO over regular ASHA to future work.

A.5 Gantt Chart

Figure A.14 presents the Gantt chart corresponding to the scheduler produced by CEREBRO for the ImageNet workload. Each color bar corresponds to a different training configuration (16 in total).
Appendix B

Appendix: KRYPTON

B.1 Interactive Mode Execution

We evaluate interactive-mode incremental inference execution (no approximate inference optimizations) with Gs of different sizes. Similar to non-interactive mode experiments presented in Section 6.5, all experiments are run in batched mode with a batch size of 16 for CPU based experiments and a batch size 128 for GPU based experiments. If the size of $G$ (formally $|G|$) or the remainder of $G$ is smaller than the batch size, that value is used as the batch size (e.g. $|G| = 16$ results in a batch size of 16). Figure B.1 presents the final results.

Figure B.1: Interactive mode execution of incremental inference with Gs of different sizes
B.2 Integration into PyTorch

For the CPU environment we implemented KRYPTON purely on top of the PyTorch toolkit using it’s tensor slicing and stitching capabilities as per Algorithm 6. However, for the GPU environment such iterative memory copying operations introduce high overheads as the many GPU cores now have to idle wait for the slow memory copy operations. To overcome this we extended PyTorch by adding a custom GPU kernel which optimizes the input preparation for *incremental inference* by invoking parallel memory copy operations. This custom kernel is integrated to PyTorch using Python foreign function interface (FFI). Python FFI integrates with the Custom Kernel Interface layer which then invokes the Custom Memory Copy Kernel Implementation. The high-level architecture of the Custom Kernel integration is shown in Figure B.2.

**Figure B.2:** Custom GPU Kernel integration architecture
Figure B.3: Illustration of special cases for which actual output size will be smaller than the value given by Equation (6.13). (a) and (b) show cases where the filter stride is equal to the filter size. (c) and (d) show situations where the position of the modified patch affecting the size of the output patch.

B.3 Special Cases for Incremental Inference

There are special cases under which the output patch size can be smaller than the values calculated in Section 6.3.2. Consider the simplified 1-D case shown in Figure B.3 (a), where the filter stride\(^1\) (3) is the same as the filter size (3). In this case, the size of the output update patch is one less than the value calculated by Equation (6.14). But this is not the case for the situation shown Figure B.3 (b), which has the same input patch size but placed at a different location. Another case arises when the modified patch is placed at the edge of the input, as shown in Figure B.3 (c). In this case, it is impossible for the filter to move freely through all positions, since it hits the input boundary. However, it is not the case for the modified patch shown in Figure B.3 (d). In KRYPTON, we do not treat these cases separately but rather use the values calculated by Equation (6.14) for the width dimension (similarly for the height dimension), since they act as an upper bound. In the case of a smaller output patch, KRYPTON reads and updates a slightly bigger patch to preserve uniformity. This also requires updating the starting coordinates of the patch, as shown in Equation (B.1). This sort of uniform treatment is required for performing

---

\(^1\)Note that stride is typically less than or equal to filter size.
batched inference operations, which gives significant speedups compared to per-image inference.

$$\begin{align*}
\text{If } x_{\mathcal{P}}^O + W_{\mathcal{P}}^O > W_O : \\
x_{\mathcal{P}}^O = W_O - W_{\mathcal{P}}^O; x_{\mathcal{I}}^I = W_I - W_{\mathcal{I}}^I; x_{\mathcal{R}}^R = W_I - W_{\mathcal{R}}^R 
\end{align*}$$

\section*{B.4 Effective Projective Field Size}

We formalize the effective projective field growth for the one dimensional scenario with $n$ convolution layers (assuming certain conditions). This proof is motivated by a similar proof in [197] which characterizes the effective growth rate of the receptive field in a CNN.

The input is $u(t)$ where

$$u(t) = \begin{cases} 
1, & t = 0 \\
0, & t \neq 0 
\end{cases}$$

and $t = 0, 1, -1, 2, -2, \ldots$ indexes the input pixels.

Each layer has the same kernel $v(t)$ of size $k$. The kernel signal can be formally defined as

$$v(t) = \sum_{m=0}^{k-1} w(m) \delta(t - m)$$

where $w(m)$ is the weight for the $m^{th}$ pixel in the kernel. Without loosing generality, we can assume the weights are normalized, i.e. $\sum_m w(w) = 1$. The output signal of the $n^{th}$ layer $o(t)$ is simply $o = u * v * \ldots * v$, convolving $u$ with $n$ such vs. To compute the convolution, we can use the
Discrete Time Fourier Transform to convert the signals into the Fourier domain, and obtain

\[ U(\omega) = \sum_{t=-\infty}^{\infty} u(t)e^{-j\omega t} = 1, \quad V(\omega) \]

\[ = \sum_{t=-\infty}^{\infty} v(t)e^{-j\omega t} = \sum_{m=0}^{k-1} w(m)e^{-j\omega t} \]  

(B.4)

Applying the convolution theorem, we have the Fourier transform of \( o \) is

\[ \mathcal{F}(o) = \mathcal{F}(u \ast v \ast \ldots \ast v)(\omega) = U(\omega) \cdot V(\omega)^n \]

\[ = \left( \sum_{m=0}^{k-1} w(m)e^{-j\omega t} \right)^n \]  

(B.5)

With inverse Fourier transform

\[ o(t) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left( \sum_{m=0}^{k-1} w(m)e^{-j\omega t} \right)^n e^{j\omega t} d\omega \]  

(B.6)

The space domain signal \( o(t) \) is given by the coefficients of \( e^{-j\omega t} \). These coefficients turn out to be well studied in the combinatorics literature [112]. It can be shown that if \( \sum_m w(m) = 1 \) and \( w(m) \geq 0 \ \forall \ m \), then

\[ o(t) = p(S_n = t) \]

where \( S_n = \sum_{i=1}^{n} X_i \) and \( p(X_i = m) = w(m) \)

(B.7)

From the central limit theorem, as \( n \to \infty \), \( \sqrt{n} \left( \frac{1}{n} S_n - \mathbb{E}[X] \right) \sim \mathcal{N}(0, \text{Var}[X]) \) and \( S_n \sim \mathcal{N}(n \mathbb{E}[X], n \text{Var}[X]) \). As \( o(t) = p(S_n = t) \), \( o(t) \) also has a Gaussian shape with

\[ \mathbb{E}[S_n] = n \sum_{m=0}^{k-1} mw(m) \]  

(B.8)

\[ \text{Var}[S_n] = n \left( \sum_{m=0}^{k-1} m^2 w(m) - \left( \sum_{m=0}^{k-1} mw(m) \right)^2 \right) \]  

(B.9)
Table B.1: Train-validation-test split size for each dataset.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCT</td>
<td>50,382</td>
<td>16,853</td>
<td>16,857</td>
</tr>
<tr>
<td>Chest X-Ray</td>
<td>3,463</td>
<td>1,237</td>
<td>1,156</td>
</tr>
</tbody>
</table>

This indicates that $o(t)$ decays from the center of the projective field squared exponentially according to the Gaussian distribution. As the rate of decay is related to the variance of the Gaussian and assuming the size of the effective projective field is one standard deviation, the size can be expressed as

$$\sqrt{\text{Var}[S_n]} = \sqrt{n\text{Var}[X_i]} = O(\sqrt{n})$$  \hspace{1cm} (B.10)

On the other hand stacking more convolution layers would grow the theoretical projective field linearly. But the effective projective field size is shrinking at a rate of $O(1/\sqrt{n})$.

### B.5 Fine-tuning CNNs

For OCT and Chest X-Ray, the 3 ImageNet-trained CNNs are fine-tuned by retraining the final Fully-Connected layer. We use a train-validation-test split of 60-20-20 and the exact numbers for each dataset are shown in Table B.1. Cross-entropy loss with L2 regularization is used as the loss function and Adam [162] is used as the optimizer. We tune learning rate $\eta \in [10^{-2}, 10^{-4}, 10^{-6}]$ and regularization parameter $\lambda \in [10^{-2}, 10^{-4}, 10^{-6}]$ using the validation set and train for 25 epochs. Table B.2 shows the final train and test accuracies.

### B.6 Memory Overhead of IVM

We evaluate the memory overhead of IVM approach, with no projective field thresholding ($\tau = 1.0$) and a projective field thresholding value of $\tau = 0.6$, compared to the full CNN inference.
Table B.2: Train and test accuracies after fine-tuning.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy(%)</th>
<th>Hyperparams.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
<td>Test</td>
</tr>
<tr>
<td>OCT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VGG16</td>
<td>79</td>
<td>82</td>
</tr>
<tr>
<td>ResNet18</td>
<td>79</td>
<td>82</td>
</tr>
<tr>
<td>Inception3</td>
<td>71</td>
<td>81</td>
</tr>
<tr>
<td>Chest X-Ray</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VGG16</td>
<td>75</td>
<td>76</td>
</tr>
<tr>
<td>ResNet18</td>
<td>78</td>
<td>76</td>
</tr>
<tr>
<td>Inception3</td>
<td>74</td>
<td>76</td>
</tr>
</tbody>
</table>

Figure B.4: Peak GPU memory usage when performing CNN inference on a batch of 128 images.

For this we record the peak GPU memory utilization while the CNN models perform inference on image batches of size 128. We found that incremental inference approach can enable up to 58% lower memory overhead (see Figure B.4). Krypton materializes a single copy of all CNN layers corresponding to the unmodified image and reuses it across a batch of occluded images with IVM. For IVM the size of required memory buffers are much smaller than the full inference as only the updated patches need to be propagated.

B.7 Visual Examples

Figure B.5 presents occlusion heat maps for a sample image from each dataset with (a) incremental inference for different projective field threshold values and (b) incremental inference with adaptive drill-down for different projective field threshold values. The predicted class label
Figure B.5: Occlusion heat maps for sample images (CNN model = VGG16, occlusion patch size = 16, patch color = black, occlusion patch stride \((S \text{ or } S_2) = 4\). For OCT \(r_{\text{drill down}} = 0.1\) and \(\text{target} = 5\). For Chest X-Ray \(r_{\text{drill down}} = 0.4\) and \(\text{target} = 2\). For ImageNet \(r_{\text{drill down}} = 0.25\) and \(\text{target} = 3\). For a projective field threshold value of 0.3 we see significant degradation of heat map quality due to the significant information loss from truncation.

for OCT, Chest X-Ray, and ImageNet are DME, VIRAL, and OBOE respectively.
Figure B.6: Comparison of integrated gradients method against OBE. (a) Heat maps generated by integrated gradients method with a step size of 50. The three color channel gradients of a pixels at the same point are aggregated using L2 norm

B.8 Integrated Gradients Method

We evaluate the runtime and visual quality of the generated heat maps for integrated gradients (IGD) [266] and OBE methods on three representative images from our datasets (see Figure B.6). In general, OBE can better localize relevant regions from the input images. IGD method requires tuning a hyper-parameter called \textit{steps} which determines the number steps to be used in the gradient integration approximation. Increasing steps improves both the runtime and heat map quality of the IGD method. For performing OBE we used the same hyper-parameters that were used in Section 6.5.1.
Appendix C

Appendix: VISTA

C.1 Estimating Intermediate Data Sizes

We explain the size estimations in the context of Spark. Ignite also uses an internal format similar to the Spark. Spark’s internal binary record format is called “Tungsten record format,” shown in Figure C.2. Fixed size fields (e.g., float) use 8 B. Variable size fields (e.g., arrays) have an 8 B header with 4 B for the offset and 4 B for the length of the data payload. The data payload is stored at the end of the record. An extra bit tracks null values.

VISTA estimates the size of intermediate tables $T_l \forall l \in L$ in Figure 8.5(E) based on its knowledge of the CNN. For simplicity, assume $ID$ is a long integer and all features are single precision floats. Let $|X|$ denote the number of features in $X$. $|T_{str}|$ and $|T_{img}|$ are straightforward to calculate, since they are the base tables. For $|T_l|$ with feature layer $l = L[i]$, we have:

$$|T_l| = \alpha_1 \times (8 + 8 + 4 \times |g_l(\hat{f}(I))|) + |T_{str}|$$  \hspace{1cm} (C.1)

Equation C.1 assumes deserialized format; serialized (and compressed) data will be smaller. But these estimates suffice as safe upper bounds.

Figure C.3 shows the estimated and actual sizes. We see that the estimates are accurate for
the deserialized in-memory data with a reasonable safety margin. Interestingly, *Eager* is not that much larger than *Staged* for AlexNet. This is because among its four layers explored the 4th layer from the top is disproportionately large while for the other two layer sizes are more comparable. Serialized is smaller than deserialized as Spark compresses the data. Interestingly, AlexNet feature layers seem more compressible; we verified that its features had many zero values. On average, AlexNet features had only 13.0% non-zero values while VGG16’s and ResNet50’s had 36.1% and 35.7%, respectively.

## C.2 Pre Materializing a Base Layer

Often data scientists are interested in exploring few of the top most layers. Hence a base layer can pre-materialized before hand for later use of exploring other layers. This can save computations and thereby reduce the runtime of the CNN feature transfer workload.

However, the CNN feature layer sizes (especially for conv layers) are generally larger
Materialized Layer Size (GB)  
(layer index starts from the last layer)  

<table>
<thead>
<tr>
<th></th>
<th>1st</th>
<th>2nd</th>
<th>4th</th>
<th>5th</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>0.08</td>
<td>0.14</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>VGG16</td>
<td>0.08</td>
<td>0.20</td>
<td>1.19</td>
<td></td>
</tr>
<tr>
<td>ResNet50</td>
<td>0.08</td>
<td>2.65</td>
<td>3.45</td>
<td>11.51</td>
</tr>
</tbody>
</table>

than the compressed image formats such as JPEG (see Table C.1). This not only increases the secondary storage requirements but also increases the IO cost of the CNN feature transfer workload both when initially reading data from the disk and during join time when shuffling data over the network.

We perform a set of experiments using the Spark-TF system to explore the effect of pre-materializing a base layer (1, 2, 4, and 5th layers from top). For evaluating the ML model for
the base layer no CNN inference is required. But for the other layers partial CNN inference is performed starting from the base layer using the Staged/After Join/Deserialized/Shuffle logical-physical plan combination. Experimental set up is same as in Section 8.4.3.

For AlexNet and VGG16 when materializing 4th, 2nd, and 1st layers from the top, the materialization time increases as evaluating higher layer requires more computations (see Figure. C.4 (A) and (B)). However, for ResNet50 there is a sudden drop from the materialization time of 5th layer features to the materialization time of 4th layer features. This can be attributed to the high disk IO overhead of writing out 5th layer image features which are ~3 times larger than that of 4th layer (see Figure. C.4 (C)). Therefore, for ResNet50 starting from a pre-materialized feature layer, instead of raw images, may or may not decrease the overall CNN feature transfer workload runtime.

C.3 Runtime Breakdown

We drill-down into the time breakdowns of the workloads on Spark-TF environment and explore where the bottlenecks occur. In the downstream logistic regression (LR) model, the time spent for training the model on features from a specific layer is dominated by the runtime of the first iteration. In the first iteration partial CNN inference has to be performed starting either from raw images or from the image features from the layer below and the later iterations will be operating on top of the already materialized features. Input read time is dominated by reading
Table C.2: Runtime breakdown for the image data read time and 1\textsuperscript{st} iteration of the logistic regression model (Layer indices starts from the top and runtimes are in minutes).

<table>
<thead>
<tr>
<th>Layer</th>
<th>ResNet50/5L</th>
<th>AlexNet/4L</th>
<th>VGG16/3L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of nodes</td>
<td>Number of nodes</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>5</td>
<td>19.0 9.5 4.5 2.3</td>
<td>3.7 2.1 1.2 0.7</td>
<td>43.0 22.0 11.0 5.4</td>
</tr>
<tr>
<td>4</td>
<td>3.8 1.8 0.9 0.4</td>
<td>2.4 1.3 0.7 0.5</td>
<td>1.0 0.5 0.3 0.2</td>
</tr>
<tr>
<td>3</td>
<td>2.7 1.3 0.7 0.4</td>
<td>1.1 0.6 0.3 0.2</td>
<td>0.3 0.2 0.1 0.1</td>
</tr>
<tr>
<td>2</td>
<td>2.6 1.3 0.6 0.3</td>
<td>0.3 0.2 0.1 0.1</td>
<td>0.3 0.2 0.1 0.1</td>
</tr>
<tr>
<td>1</td>
<td>1.8 0.9 0.4 0.2</td>
<td>0.3 0.2 0.1 0.1</td>
<td>0.3 0.2 0.1 0.1</td>
</tr>
<tr>
<td>total</td>
<td>29.9 14.8 7.1 3.6</td>
<td>7.5 4.2 2.3 1.5</td>
<td>44.3 22.7 11.4 5.7</td>
</tr>
<tr>
<td>Read images</td>
<td>3.7 2.0 1.1 0.7</td>
<td>3.9 2.1 1.2 0.8</td>
<td>4.6 2.5 1.4 0.9</td>
</tr>
</tbody>
</table>

images as there are lot of small files compared to the one big structured data file [22]. Table C.2 summarizes the time breakdown for the CNN feature transfer workload. It can be seen that most of the time is spent on performing the CNN inference and LR 1\textsuperscript{st} iteration on the first layer (e.g 5\textsuperscript{th} layer from top for ResNet50) where the CNN inference has to be performed starting from raw images.

We also separately analyze the speedup behavior for the input image reading and the sum of CNN inference and LR 1\textsuperscript{st} iteration times (see Figure C.5). When we separate out the sum of CNN inference and LR 1\textsuperscript{st} iteration times, we see slightly super linear speedups for ResNet50,
near linear speedups for VGG16, and slightly better sub-linear speedups for AlexNet.
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